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ABSTRACT 

Colorization is a computer assisted process of adding color to a monochrome (grayscale) image or 
movie. The early published methods to perform the image colorizing rely on heuristic techniques 
for choosing RGB colors from a global palette and applying them to regions of the target gray-
scaled image. The main improvement of the proposed technique is the adoption in a fully automatic 
way the genetic algorithm as an efficient search method to find best match for each pixel in the 
target image. The proposed genetic algorithm evolves a population of randomly selected 
individuals (that represents a possible color setting for target image using a reference colored 
source image toward solution that could resemble natural or real colors to the objects of the target 
scene). Moreover this study proposes new crossover operator, called Spread out Uniform Crossover 
(SUX) that turns the recombination scheme of uniform crossover over spreading vital genes at the 
expense of lethal genes rather than exchanging genes between mating parents to the generated 
offspring. The results of the proposed colorization techniques are good and plausible. 
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INTRODUCTION 

Colorization is a term introduced by Wilson Markle in 1970 to describe the computer assisted 
process for adding color to black and white movies [Lev04]. His company Colorization, Inc. 
released the first full-length colorized movie in August 1985. Nowadays, the colorization term is 
used to describe the process of adding color to monochrome still images and movies [Sap04].  
Colorization, in general, is an active and challenging area of research with a lot of interest in the 
image editing and compression community. With the luminance information and just some samples 
of the color ( much less than the ordinary sub-sampling in common compression schemes) , the 
color components of the data can be faithfully recovered .This has implications also in wireless 
image transmission, where lost image blocks can be recovered from the available channels [Sap04]. 
Additionally, colorization helps in scientific illustration by exploiting variations in chromaticity as 
well as luminance. Further, color can be added to a range of scientific images for illustrative and 
educational purposes. In medicine, image modalities which only acquire grayscale images such 
Magnetic Resonance Imaging (MRI), X-ray and Computerized Tomography (CT) images can be 
enhanced with color for presentations and demonstrations [Wel02]. 
Moreover, more "mundane" applications can benefit from colorization techniques. For instance, 
consider a scenario where two people that chat regularly through the Internet decide to enhance 
their virtual meetings with live video. If colorization software, inexpensive and fully automatic one, 
was available to them, they might buy less expensive monochromatic web-cams instead of color 
ones, use limited bandwidth by transmitting monochromatic video, but still be able to view fully 
colored video streams [Vie03]. 
 
PREVIOUS WORK 

Work interest in grayscale image colorization problem are pointed out:  
 
� E. Reinhard, M. Ashikhmin, B. Gooch, and P. Shirley [Rei01], describe a method for a general 

color correction that borrows one image's color characteristics from another using mean and 
standard deviation statistical analysis with ��� color space to make a synthetic image take on 
another image's look and feel. The transfer of statistics can fail in case that source and target 
images don’t work well together. To remedy this, the user selects separate swatches, the 
algorithm then computes their statistics. Then, scales and shifts each pixel in the input image 
according to the statistics associated with each of the cluster pairs. 

� T. Welsh, M. Ashikhmin, and K. Muller [Wel02], introduce a general semi-automatic t color 
transfer between a source color image and a destination grayscale image. They choose to 
transfer only chromatic information and retain the original luminance values of the target image. 
Further, their procedure is enhanced by allowing the user to match areas of the two images with 
rectangular swatches. Colors are then transferred but between the corresponding swatches.  

� G.Di. Blasi, and R. D. Recupero [Bla03], propose a semi-automatic colorization method. In this 
approach, image pixels are grouped into clusters of bounded radius by the Antipolee Tree 
Clustering. This clustering algorithm works in such a way that "far" elements lie in different 
clusters. The RGB source image is first converted to YUV space and the Antipole tree is 
constructed, in which each vector contains the information necessary to perform the Antipole 
search and the UV components of the pixel color. Then, for each grayscale pixel, in scan-line 
order, construct its vector and perform the Antipole search to select the best matching vector in 
the Antipole tree and transfer its UV components to the Y component (luminance) of that gray 
pixel. 

� L.F.M. Vieira, R. D. Vilela, and E. R. do Nascimento [Vie03], introduce a methodology for 
adding color to grayscale images from a database of color images. Initially the database is 
semantically indexed. The color transfer process then takes the grayscale image and the color 
one that has the most similar feature vector as inputs, and adds to each scalar pixel of the 
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former, the chromatic components of an automatically chosen pixel of the later. The 
colorization proceeds by scanning the target image in scan-line order so that, for everyone of its 
pixels, the source image pixel that is closest in terms of intensity value and intensity standard 
deviation is selected as a match.  

� Levin, D. Lischinski, and Y. Weiss [Lev04], present a method based on the simple premise: 
neighboring pixels in space-time that have similar intensities should have similar colors. This 
premise is formalized by using a quadratic cost function and obtain an optimization problem 
that can be solved efficiently using standard techniques.  

� Z. Pan, Z. Dong, and M. Zhang [Pan04], present a method to transfer color from a reference 
image to the whole video. This method take advantage of the correlation between two conjoint 
frames of video, by tracking the object and assigning the color of it in the preceding frame to 
that of the posterior one. In many cases, the background will keep unchanged while an object is 
moving. Rather than choosing RGB colors from a palette to color individual components, they 
choose ��� color space that minimize correlation between channels for many natural scenes.  

�  D. S�kor�, J. Buri�nek, and J. Ž�ra [S�k04], present a novel color-by example technique which 
combines image segmentation, patch-based sampling and probabilistic reasoning .This method 
is able to automatic colorization ofblack and –white cartoon. They state the problem as: having 
two segmented frames. First frame serves as a color example where each region has one color 
index assigned from the user-defined palette. The second frame contains unlabelled target 
regions. The colorization task, then, is to assign color indices to target regions similarly to as 
they are assigned in the example frame. 

� G.Sapiro [Sap04], presented an approach for adding color to a  monochrome image or movie, 
based on considering the geometry and structure of the  monochrome luminance input, given by 
its gradient information. The luminance channel in rbCYC color space faithfully represents the 

geometry of the whole (vectorial) color image. In addition to having the monochrome 
(luminance) channel, the user provides a few strokes of color,  that need to be propagated to the 
whole color channels. The color is then obtained by solving a partial differential equation that 
propagates the user selected colors while considering the gradient information brought in by the 
monochrome data. 

 

THE COLORIZATION PROBLEM COMPLEXITY 

The problem of coloring a grayscale image involves assigning three-dimensional (RGB) pixel 
values to an image whose elements (pixels) are characterized only by one feature (luminance). 
Since different colors may carry the same luminance in spite of differences in hue and/or saturation, 
the problem of colorizing gray-scaled images has no inherently "correct" solution [Bla03]. Thus , 
this in general a severely under-constrained and ambiguous problem for which it makes no sense to 
try to find an " optimum " solution , and for which even the obtainment of "reasonable " solution 
requires some combination of strong prior knowledge about the scene depicted and decisive human 
intervention [Vie03]. Even in the case of pseudo coloring, where the mapping of luminance values 
to color values is automatic, the choice of the color map is commonly determined by human 
decision [Bla03]. 
A major difficulty with colorization lies in the fact that it is an expensive and time-consuming 
process. For example, classically colorization is done by first segmenting the image into regions, 
and then proceeds to assign colors to each segment [Sap04]. Unfortunately, automatic segmentation 
algorithms often fail to correctly identify fuzzy or complex region boundaries [Lev04].    
Colorization of movies requires, in addition, tracking regions across the frames of a shot. Existing 
tracking algorithms typically fail to robustly track non-rigid regions, again requiring massive user 
intervention in the process [Lev04]. 
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THE PROPOSED COLORIZATION SYSTEM  
The general procedure for coloring grayscale image requires as input a pair of images. The source 
colored image, S , and  the  target grayscale image, T  . The source image could be selected to have 
similar semantic features to that of the target image (e.g., one can choose pair of faces, sunsets, 
trees , cars , etc.).  Next, both source (colored) and target (grayscale) RGB images are converted to 
a de-correlated color space. The color space provides three de-correlated, principal channels 
corresponding to an achromatic luminance L  channel, and two chromatic channels 1C  and  2C  in 
which changes made in one color channel should minimally affect values in the other channels. 
Examples of de-correlated color spaces are YIQ , YUV ,  � � �, and  sCIECAM 97 . The remaining 
(main) steps of the proposed colorization system are presented in what follows. 
 

INDIVIDUAL REPRESENTATION AND INITIALIZATION 

First, a population of P size random chromosomes is generated. Each chromosome in the population 
is coded as a two-dimensional TT nm ∗  formation where Tm  and  Tn  are respectively height and 
width of the target grayscale image. Each gene in the chromosome can hold an integer value, I , 
refers to a colored pixel in the source image. Hence, 1 ≤ I  ≤  Sm ∗ Sn  where Sm  and Sn  are 

respectively height and width of the source colored image. Fig. (1) depicts this chromosome 
representation: 
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Fig. (1) The chromosome of height Tm  and width Tn  equal to the size of the grayscale image.  

Gene no. ( )1,1   in the figure, e.g., hold an integer 20 which refer to the colored pixel number 20  
(from left-to-right and top-to bottom counting) in the  source image . 

  

FITNESS EVALUATION 

A  GA must qualify its population individuals through fitness measure to let evolution to those 
favorite individuals at the expense of weaker ones. 
A similarity metric can be calculated for each GA individual to determine luminance differences 
between the GA selected pixels and the target pixels. Objective function, here, is calculated in three 
different variations. In the first approach (named objective 1), luminance values difference is used 
as the similarity measure between target and source images in which small difference gets better 
similarity measure than large differences. As a whole, objective1 is calculated as the sum of 
(achromatic) luminance differences between target gray pixels (indicated by the gene numbers) and 
source colored pixels (indicated by the gene contents) : 
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       Objective 1  =  � �
= =

t Tn

i

m

j1 1

( ) ( )( )jiILjiL ST ,, −          (1)                          

where: 

Tn , and Tm  are   respectively width and height of  T  image . 

T
L  , 

S
L are respectively luminance values of T  and S  images. 

ji,  are indices of a gene in row  i   and column  j . 

( )jiI ,  an indirect index to a pixel in S . 
In the second and third Objective calculation approaches, the texture similarity or match is also 
compared. Objective2 sums differences between luminance average of surrounding neighborhood 

TN  in T  image and surrounding neighborhood SN  in S  image: 

 

Objective2  =  � �
= =

t Tn

i

m

j1 1

(( ) (( )( )jiINLjiNL SSTT ,, −            (2)      

where : 

Tn , Tm  i , j  and ( )jiI , are as defined previously in  (1) . 
N  is the surrounding 33∗  , 55 ∗  ,or 77 ∗  neighborhood . 

TL  is the luminance average of  TN  neighborhood gray pixels . 

SL  is the luminance average of SN  neighborhood colored pixels . 

     Finally , Objective3 uses matches luminance differences in  term of weighted average (50 % 
weight) and weighted standard deviation(50 % weight) of neighborhood pixels : 
 

Objective 3  =  � �
= =

T Tn

i

m

j1 1

(( ) (( )( ) )jiINLjiNL SSTT ,, −          (3)         

where : 

Tn and Tm , i , j  , ( )jiI ,  , and N are as defined previously in  (1) and (2) . 

TL  is the sum of 50 % luminance average and 50 % standard deviation of  TN  neighborhood gray 
pixels . 

SL  is the sum of 50 % luminance average and 50 % standard deviation of  SN  neighborhood 

colored pixels . 
 
In Objective2 and Objective3, different colored regions give rise to distinct luminance clusters, or 
possess distinct regions. In other words, we expect pixels which are similar in texture to the source 
colored image regions to be colorized similarly.  As high fitness values can represent good solutions 
to the problem at hand , the fitness then can be computed as inverse of objective function, i.e. , 

 

=Fitness   
Objective

1
             (4) 

 

SELECTION OPERATOR 

Once fitness is evaluated for each individual, we can form the mating pool that is a collection of 
individuals who will have the right to reproduce themselves into future generations. This selection 
is random, not deterministic. The most common selection operator used in GA is tournament 
selection. In tournament selection with size two, pair of chromosomes is compared. The string with 
highest fitness is copied into the mating pool. Repeating this process until the mating pool is filled 
with probably better chromosomes of sizep  parents. 
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CROSSOVER OPERATOR  

After the mating pool is formed, pairs of chromosomes (parents) are randomly chosen to be 
manipulated by the crossover operator before releasing them into the offspring. There are various 
crossover operators (e.g., one-point, two-point, and uniform crossovers), but all aim at recombining 
the genetic material of the two selected parents in an efficient manner.  
However, a modification to the uniform crossover is proposed here. The new crossover operator (as 
we called Spread-out Uniform Crossover SUX) modifies the uniform crossover to spread out vital 
genes at the expense of lethal genes rather than exchanging genes between mating parents. 
A gene can be classified as vital or lethal according to a predetermined threshold value.                      
The threshold value determines whether luminance difference between a gray pixel and the GA 
selected colored pixel is accepted or not. If difference is less than or equal threshold value, then we 
can regard this gene as vital and a copy of it can be propagated to both offspring, otherwise the gene 
is lethal and is insufficient to be propagated next. Fig. (3).6 below depicts the scheme of SUX 

operator.                                                    
                                                    

      Parent 1                                                            Parent 2                            
                    

                 Vital genes      
                                                                              
                                                           
 

 

 

    
                      
                 Gene 14           
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      Offspring 1                                                          Offspring 2 
                                                                                     

Fig. (2)  SUX operator. 
As can be seen from the figure, the vital genes of parent1 and parent2 are spread out over the 
generated offsprings. Moreover, SUX operator allows competition between two vital genes of one 
location to propagate the winner. However, lethal genes remain in their chromosome to its offspring 
without propagating to the second offspring. Additionally, for crossover operator there is a very 
important parameter that is crossover probability Pc . The normal range for Pc  is between 0.5 to  
0.8.  
 

          

             

     

 
    

     

             

   
 

 

          
    

          

             

     

          
    

          

             

     

 
    



Journal of Engineering Volume 12    June 2006        Number 2 
 

 

 243 

MUTATION OPERATOR 

The second perturbation operator that manipulates the genetic material of individuals is mutation, 
which traditionally in GA plays as background operator. It randomly alters the genes of a 
population with a predetermined (normally low) probability, mp  from 0.005 to 0.05 to avoid the 

algorithm from becoming a purely random search. A gene in the chromosome may be altered to any 
value (from 1 to the  SS nm ∗ , full size  of source colored image ) if the condition of mutation is 

satisfied .               
          
ELITISM STRATEGY AND STOPPING CONDITION 

Elitist selection is the idea of preserving the best individual of a population in future generations. 
Elitist GAs copy the individual with the best fitness encountered so far into the next generation. 
 Different stopping conditions are used in GA literatures. However, we use the most common one. 
The GA is allowed to run to a maximum number gen-max, of generations [Gol89].  
 

CONVERGENCE OF THE PROPOSED COLORIZATION SYSTEM 

The genetic algorithm introduced in the previous section employs exhaustive searching                            
(or explore the luminance search space of the source colored image), which makes it slow. To 
compensate the lack of human intervention and at the same time accelerate GA speed, an 
acceleration approach is proposed here. Acceleration works by considering neighborhoods Ns  
source colored pixels with their luminance values given the luminance setting selected by the 
genetic algorithm for a given individual.  The proposed acceleration can be formulated as: 
1. Determine the size of the neighborhood SN , e.g., 33∗ , 5 * 5  , etc. 

2. Select the best GA individual to be modified.    
For each gene content of the selected GA individual, the acceleration searches over those Ns  
neighborhood of the colored pixel indexed by the gene content, I , and replace it with the index, J , 
of the neighborhood pixel that has luminance value close to the luminance value of the gray pixel 
indicated by that gene.  
 By this way, the search technique imposed by the proposed colorization system has two forms. A 
global search ability manifested by the genetic algorithm to explore the luminance search space of 
the source colored image to locate suitable regions (or swatches) to that of the luminance regions of 
the target grayscale image. This global search is hybrid with a local search that exploit the selected 
GA swatches for most suitable pixels luminances to that of the corresponding pixels in the target 
grayscale image. In short, there is a collaboration between the explorative power of the GA and 
exploitative power of the acceleration search.  
   
RECOVER COLOR INFORMATION 

The last step to do is that how to display the target image on the screen as a colored RGB one. This 
step represent how to extract phenotype of a GA individual and displaying it in RGB space on the 
screen. Figure 3.9 illustrates the color recovering sequences. 
Recall that the target and the source images are represented in RGB color model. After processing 
(by GA and local accelerator) in luminance space, we can recover the color at each gray pixel by 
copying the two chromatic channels ( SC1 and SC2 ) of the genetically chosen   selected source 

colored image pixels into the output target image, combining them with the target luminance 
channel TL , and then followed by a conversion back to RGB color space. 
 
RESULTS 

The experiments have been performed on a database of different image classes with a total of 30 
images of colored and grayscale natural scenes. Both source colored and target grayscale images of 
a colorization query are taken from this database. In general, database images can be divided into 
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two groups: homogeneous and heterogeneous. Images that include a single object in the foreground 
and this object is clearly discernible from a mostly homogeneous background is said to be 
homogeneous (e.g. Apple, sunset1, and tiger1). On the other hand, an image that has multiple 
objects on the foreground, or has a cluttered background, or is illuminated in an uneven way is said 
to be a heterogeneous image (e.g., Trees, White Rose, and yellow Roses). Note that some images 
may not conform to this loose definition of the homogeneous or heterogeneous group. In other 
words, they could be semi- homogeneous or semi- heterogeneous images. Intuitively, for the 
colorization problem, a heterogeneous image is more complex than a homogeneous one. A 
colorization query requires two images, one source colored image, and one target grayscale image. 
Although input images can be taken from different classes, and one can just to see how this 
colorization technique work, we select input source and target images to be of the same semantic 
meaning. For example, the input to the colorization query can be a pair of cats, a pair of sunsets, etc. 

 

    
 

    
 

   
 

    
 

        
 

              
 

       
 

Fig. (3)  Results (source colored image + target grayscale image = target colored image). 
 

CONCLUSIONS 

The presented results analyze the behavior of the genetic algorithm for grayscale image colorization 
problem experimentally. The core of the proposed colorization technique consists of searching 
luminance in a high dimensional space using genetic algorithm. The genetic algorithm searches for 
each target pixel, the most suitable source pixel that matches in luminance value. Take a simple 
example the case in which the source and target images are both of size 3232 ∗  pixels. Then for 
each target pixel of the 1024  ( )3232 ∗  pixels, the genetic algorithm explores the 1024  candidate 
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source pixels for best possible luminance match. This leads to a huge search space size of 10241024  
potential solutions. Taking this problem complexity into account, it can be argued that the proposed 
colorization technique achieves convergence to suitable and near realistic results in a fully 
automatic way (without human intervention) and without adding excessive iterations.  
The results of the proposed colorization system, as a whole, demonstrate that it is possible to color 
many grayscale images (including natural scenes, cartoons, and scientific data) in a way that is 
completely automatic and look, reasonably well using a GA of small population size and a few 
generations evolution. Further, this technique works well on scenes where the image is divided into 
distinct luminance clusters. More images can be colorized using this technique with better results 
but at the expense of increasing the GA population size and/or generations number. The satisfactory 
quality of the technique is established by collaborating the exploration power of the genetic 
algorithm with the exploitation power of the local acceleration search operator. One can imagine 
that the GA can locate the most suitable clusters (in luminance and / or texture) to those of target 
image while the local accelerator searches the located GA clusters for most suitable pixel                      
(in luminance) to transfer its color to the corresponding grayscale pixels.  
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AEROTRIANGULATION BY COPLANARITY 
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ABSTRACT 

Before corresponding points in photos taken with two cameras can be used to recover distances to 

objects in a scene, one has to determine the position and orientation of one camera relative to the 

other. This is the classic photogrammetric problem of aerotriangulation. Iterative methods for 

determining X,Y,Z ground positions for unknown points using aerotriangulation process, were 

developed long ago; without them we would not have most of the topographic maps we do today. 

Described here in this research a simple iterative scheme for recovering relative orientation process 

then applying intersection problem (vector method) using the condition of coplanarity, out of the 

usual for photogrammetrists in using the familiar condition of collinearity. The data required is a 

pair of bundles of corresponding rays from the two projection centers to points in the scene. It is 

well known that at least five pairs of rays are needed, because, each object point gives only one 

equation. The results were amazing according to the variances that have been obtained for the 

angular orientation elements. The programs have been written using Matlab software ver. 5.3. 
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2���������!�5	����������
	��)����4�����5����0
5�!���)�;�4���������
"������
	1��	���1����	��������(�)���	�����3

��'�9������5�&'�	$��=�!���������&����C<	����4�����*�	��7������4��������	$��=�!���������&����*	'2��)��,�����
����5

��6������/���������	�1��9���5�&'���
��
����C������4�����	5
�
=�����7����������E����
��
	��"""��Matlab����"������

7�����������F	����=�G+�	����A(���������'���&����9��
��

KEY WORDS 

Photogrammetry, Analytical Photogrammetry, Analytical Aerotriangulation, Coplanarity Condition 

 

INTRODUCTION 

Aerotriangulation is the term most frequently applied to the process of determining X,Y & Z�

ground coordinates of individual points based on measurements from photographs. 

Aerotriangulation process can be applied using different techniques, such as analogue, 

semianalytical, analytical and of course digital techniques. Analytical aerotriangulation tends to be 

more accurate than analogue or semi analytical aerotriangulation, largely because analytic 

techniques can more effectively eliminate systematic errors. Several different variations in 

analytical aerotriangulation techniques have evolved. Basically, however, all methods consist of 

writing condition equations, which express the unknown elements of exterior orientation of each 

photo. The equations are solved to determine the unknown orientation parameters and the ground 

coordinates of unknown points. The most commonly used methods enforce one of two conditions: 

collinearity or coplanarity. In coplanarity method (that used in this research), one equation may be 

written for each object point whose images appear on both photos of the stereopair. The coplanarity 

equations do not contain object space coordinates as unknown; rather, they contain only the 

elements of exterior orientation of the two photos of the stereopair. Therefore; after solving for the 

elements of exterior orientation, object point coordinates are calculated, by solving the space 

intersection problem by colliniarity,or using the vectors method that have been used in this research. 

 
COPLANARITY CONDITION 

The coplanarity condition equation illustrated in Fig (1) is fundamental to relative orientation. 

When relative orientation is achieved, the vector iR1

�

from iO to iP  will interest the vector iR2

�

 from 

2O  to iP  , and these two vectors together with air base vector, b
�

 , will be coplanar. 

 
Fig. (1) The coplanarity condition 
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Hence, their scalar triple product is zero. That is  

0211 =×⋅= ii RRbF
���

                   (1) 

Where 1F  is the mathematical model. Furthermore,  
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1K  and  2K  are scale factors, 1r
�

 and 2r
�

 are the corresponding location vectors in camera space. 

�
�
�

�

�

�
�
�

�

�

=

332313

322212

312111

mmm

mmm

mmm

M
T  

 

       

�
�
�

�

�

�
�
�

�

�

+−

−−+

−

=

φωκφωκωκφωκω

φωκφωκωκφωκω

φκφκφ

coscossinsincoscossincossincossinsin

cossinsinsinsincoscoscossinsinsincos

sinsincoscoscos

 

 

 The assumptions made about the rotation matrix M  are: 

� The rotations are in a right-handed system. 

� The rotations, proceedings from the ground (or model) system to the photo system of    

coordinates are ω  primary, φ  secondary, and κ  tertiary. 

 

Equation (1) may be written in determinant form as, 

0

222

1111 =

�
�
�

�

�

�
�
�

�

�

=

iii

iii

ZYX

ZYX

ZYX

bbb

F                        (2) 

  

Now, let 121 == KK    and    0== cc yx  . Then, using photo 2 for the dependent method of 

relative orientation, 

 

011111 ===== zy bbκφω  

Here  

12 yyY bbb −=             and              12 zzZ bbb −=  

The vectors iR1

�

 and iR2

�

 are then reduced to 
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=
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i
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1

1
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1

1

1
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010

001
�

                    (3) 

 

( ) ( )
( ) ( ) �

�
�

�

�

�
�
�

�

�

⋅−++−

⋅+−++

⋅−−

=

�
�
�

�

�

�
�
�

�

�

=

φωκφωκωκφωκω

φωκφωκωκφωκω

φκφκφ

coscossinsincoscossincossincossinsin

cossinsinsinsincoscoscossinsinsincos

sinsincoscoscos

22
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22

2

2

2

2

fyx

fyx

fyx

Z

Y

X

R

ii

ii

ii

i

i

i

i

�

     (4) 

 

Note here that ,,φω  and κ  are for camera 2. 

  

Substituting Eqs (3) and (4) in Eq (1) and then expanding and rearranging, the mathematical model, 

1F  is given by: 

 

[ ] ( ) ( )[ ]
[ ] ( ) ( )[ ]
[ ][ ] )5.........(..........0sincoscossincos

cossinsinsinsincoscoscossinsinsincos

coscossinsincoscossincossincossinsin

22122

2212

221211
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φκφκφ

φωκφωκωκφωκω

φωκφωκωκφωκω

fxyybfb

fyxxbfb

fyxxbybF

iiizy

iiizx

iiiyix

 

LINEARIZATION OF THE COPLANARITY CONDITION EQUATION 

The coplanarity condition equation (eq. (5)), is linearized into the general form: 

  

[ ]( ) [ ]( ) ( ) 0=+∆+ Oiiii FBVA  (6) 

 

Where  

 

[ ] ( )
[ ] ( )
( )

( )
( ) =∆

=

=

∂∂=

∂∂=

i

Oi
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ii

V
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i
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/

 

 

Here:- 
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∂
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=

iii
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ZYX

bbb

222

001  

       ( )
iyiz ZbYb 22 ⋅−⋅=   (8) 

 

(observed quantities) 

(parameters) 

 

(evaluated with observations and approximate parameters) 

 

(a vector of residuals) 

(a vector of corrections to approximate parameters) 

 



Journal of Engineering�Volume 12    June 2006       �Number 2 
�

 

 251 

Substituting from Eq.(4):- 

 

( ) ( )[ ]
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Similarly, 
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Furthermore, 
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And:- 
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From equation (4):- 
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Similarly, 
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From equation (4): 
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Now, substituting values in eq. (20): 
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From eq. (4) 

 

φκφκφ
φ

cossinsincossin 22

2

2 ⋅−+−=
∂

∂
fyx

X
ii

i  

φωκφωκφω
φ

sinsinsincossincoscossin 22

2

2 ⋅−−=
∂

∂
fyx

Y
ii

i  

φωκφωκφω
φ

sincossincoscoscoscoscos 22

2

2 ⋅++−=
∂

∂
fyx

Z
ii

i  

 

Substituting, values into eq. (22): 
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From eq. (4): 
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Now, substituting the values into eq. (24): 
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 Here in our case, we use two overlapped photos with six points appear on each one, so the 

dimensions of the matrices will be: 
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Here 

The numbers, (24) refers to the number of observed quantities, (6) refers to the number of condition 

equations where observed quantities and unknown quantities are present, and (5) refers to the 

number of unknown quantities. 

 

LEAST SQUARE SOLUTION OF THE COPLANARITY CONDITION EQUATION  

Coordinate observations at five selected points give a unique solution of the parameters 

( 2222 ,,, φωzy bb   and  2κ ). However, when redundant observations are made, an adjustment situation 

arises, and the principles of least squares is applied to minimize the sum of the squares of the 

residuals. 

The solution vector ( ∆ ) is given by 

( ) O

TT
FMBBMB

111 −−−−=∆       (26) 

Where 
T

AAWM
1−=  

=W  weight matrix associated with the observations 

O

TT
FKLWVV −=         .(27) 

Where 

( )OFBMKL +∆−= −1  

The unit variance 2

om  is given by 

ur

WVV
m

T

o
−

=2         .(28) 

Where 
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=r  number of condition equations 

=u  number of unknown quantities 

( ) =− ur  the degree of freedom 

The weight coefficient matrix of ∆  can be written as  

( ) 11 −−
∆ = BMBQ

T        (29) 

The variance-covariance matrix of unknown parameters is 

∆=∆� Qmo

2          .(30) 

 

The corrections ∆  are added to the approximate values of the parameters which were used in 

computing the coefficients of [ ],, ii AF  and [ ]iB . It is sometimes necessary to iterate the solution 

until the corrections are negligible. Quantities related to both the parameters and the observations, 

should be updated for each iteration. The number of required iterations depends on the initial 

approximations, the total number of parameters, and the geometric strength of the model. Here, we 

used 6 iterations depending on the conditions above. There are several criteria, one of which may be 

used to terminate the iteration in a particular case, e.g., minimum variances of 0.00001rad for the 

angular orientation elements (as used by NOAA). 

 

INTERSECTION BY VECTORS 

The intersection of five pairs of rays 1R
�

 and 2R
�

 is the condition for relative orientation. After the 

relative orientation one may find, however, that the rays fail to intersect, i.e., there may be residual 

parallaxes. Therefore, one must define a point which will represent the location of intersection 

(acceptable for model point coordinates). A suitable point is one mid way along the vector D
�

 

between vectors 1R
�

 and 2R
�

 (see Fig. (2)) in the region where the rays come closest together. 

 

 
 

Fig. (2) The intersection concept in coplanarity condition 

 

The direction (but not the length) of vector D
�

 which is perpendicular to both 1R
�

and 2R
�

is given by: 

21 RRD
���

×=            …………….(31) 

From this it is apparent that 
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bRKDdRK
����

=⋅+⋅+⋅ 2211          (32) 

Where 21, KK  and d  are three unknown scalar multipliers (scale factors). Equation (32) has three 

components and, therefore, it may be solved for the three scalars. 

The vectors 1R
�

and 2R
�

are determined using Eqs. (3) & (4) after evaluating the final matrices [ ]1M  

and [ ]2M . The base components ( )
zyx bbb ,,  are also determined after the relative orientation 

procedure. 

 

Equation (31) can be written in the form: 

�
�
�

�

�

�
�
�

�

�

−

−

−

=

�
�
�

�

�

�
�
�

�

�

=

2121

2121

2121

XYYX

ZXXZ

YZZY

D

D

D

D

Z

Y

X
�

        .(33) 

 

Since the triangulation is performed in the X direction (of strip), it is possible, as a harmless 

approximation of this condition, to choose for D
�

 the unit vector along the Y direction (i.e.,Y 

Parallax in the model space). In this case the scalars 1K  and 2K  are given by: 

 

ZXXZ

zXxZ

RRRR

bRbR
K

1212

22
1

⋅−⋅

⋅−⋅
=                    (34) 

And 

ZXXZ

xZzX

RRRR

bRbR
K

1212

11
2

⋅−⋅

⋅−⋅
=         .(35) 

 

Here, the coordinates of the required point P are: 

 

( ) ( )[ ]

ZOP

YOYOP

XOP

RKZZ

RKYRKYY

RKXX

111

111222

111

2/1

⋅+=

⋅++⋅+=

⋅+=

                               (36) 

 

The residual Y parallax which is the scalar 1d  is given by: 

 

( ) ( )YOYO RKYRKYd 1112221 ⋅+−⋅+=        (37) 

 

RESULTS 

The results that have been gained in this research are:- 

 

1- Relative Orientation:- 

 

 
2LY  (m.) 2LZ  (m.) ω   (rad.) φ   (rad.) κ   (rad.) 

value 2360.129 3699.116 -0.0093 -0.0099 2.1259 
2σ  1.8415 1.7578 5.143*10^-8 1.259*10^-7 1.625*10^-8 

 

2- Space Intersection:- 
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point X (m.) Y (m.) Z (m.) Parallax  (mm.) 

1 5985.340 153.897 1079.300 0.532 

2 7824.516 709.731 1089.001 0.400 

3 8500.109 1568.394 1087.120 0.009 

4 7911.999 2839.722 1104.580 0.987 

5 7054.110 2061.984 1088.110 0.031 

6 5610.441 930.651 1081.125 1.631 

 

CONCLUSION 

Methods for recovering the relative orientation of two cameras with respect to each other are of 

importance in aerotriangulation problem. An usual iterative method for finding the relative 

orientation parameters then easily computed the ground coordinate points that appear in the coplane 

between two pairs of stereo photographs, has been described here. This method does not use the 

traditional colliniarity condition equations, even in intersection problem; but it uses the coplanarity 

condition equation, which is rather hard equation (after linearization) as compared with the 

colliniarity. The results that have been gained were so good, and encourage to apply on more than 

two photos. 
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ABSRACT 

This search is mainly concerned with making a comparison between three methods for analyzing 
continuous concrete bridges, Priestly, Abdul-Ahad and finite elements. Three standard Design 
temperature distribution, New Zealand, AASHTO and British (5400) were used to analyze the 
concrete bridges in Baghdad. The analysis of two continues precast prestressed concrete bridges in 
Baghdad are presented. Another comparison as made between the thermal stresses and the stress 
associated with dead and live loads. Analytical results indicated that stresses and curvature values 
are very sensitive to the type of temperature distribution assumed. The suggested analytical models 
for the bridge can be used to be predict thermal movement and stresses due to any shape of 
temperature distribution. 
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INTRODUCTION 
 

General Effect of Temperature on Bridge 

Bridge structures are usually subjected to a complex environmental exposure that changes with 
time. The ambient air temperature, solar radiation, air velocity, and humidity are the parameters 
most significant to produce changes in bridge temperatures. As indicated for a typical section in 
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Fig. (1), ambient air temperature and solar radiation can be expected to follow two cycles, diurnal 
and yearly. The daily cycle produces temperature fluctuations and variations in the bridge structure. 
The yearly cycle is responsible for overall expansion and contraction bridge deck movements 

(Emanuel, 1978) . Further  
Understanding of bridge behavior due to thermal effects is needed for design purposes. Most of the 
existing codes have no direct provisions, which guide the designer on how to calculate thermally 
induced stresses. Temperature stresses in a bridge structure due to non-uniform temperature 
distribution have attracted the attention of several investigators. It has been established in general 
that temperature induced stresses must be considered in the design of bridge superstructures 

(Rodolli, M., 1975).  
 
 
 
 
 
 
 
 
 

 
 

 

 

 
 

Fig. (1) Factors Affecting Thermal Response of a Concrete Bridge. (Priestly, M. J. ,1978) 

��

Thermal Stresses ( Johns, D. J. , 1965)  

Most substances expand when their temperature is raised and contract when cooled, and for a wide 
range of temperatures this expansion or contraction is proportional to temperature changes. This 
proportionality is expressed by the coefficient of linear thermal expansion (�) which is defined as 
the change in length which a bar of unit length undergoes when its temperature is changed by 1˚c. If 
free expansion or contraction of all the fibers of a body is permitted, no stress is caused by the 
change in temperature. However, when the temperature rise in a homogeneous body is not uniform, 
different elements of the body tend to expand by different amounts and the requirement that the 
body remains continuous in the same initial shape conflicts with the requirement that each element 
expands by an amount proportional to the local temperature rise. Thus the various elements exert 
upon each other a restraining action resulting in continuous unique displacements at every point. 
The system of strains produced by this restraining action cancels out all, or part of, the free thermal 
expansions at every point. This system of strains must be accompanied by a corresponding system 
of self-equilibrating stresses. These stresses are known as thermal stresses. Also, if the temperature 
change in a homogeneous body is uniform and external restraint limits the amount of expansion or 
contraction, the stresses produced in the body are termed thermal stresses. 

��

THERMAL MOVEMENT 

Thermal movement of a concrete bridge involves a displacement and a rotation caused by a 
combination of many factors such as: 
The time-dependent solar radiation, air temperature, material properties (coefficient of thermal 
expansion, modulus of elasticity, shrinkage, creep), surface characteristics, section geometry, span 
length, types of bearing4.The movement discussed in this research is the longitudinal movement 
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(the longitudinal expansion and contraction movements). The magnitude of the range of movement 
experienced by a bridge during its life is one of the factors which influence the choice of both the 
type of expansion joints and the type of bearing to be used .( Emerson, M., 1981) Additional 
movements at joints can occur due to settlement, accidental structural damage, wind and vehicle 
impact. The magnitude of these movements is dependent on the severity condition. These 
movements are not considered in this paper.( Roland, L. P., 1983) 
 

METHODS OF ANALYSIS 

1- Priestly  Method  

A theory was presented by Priestly7 enabling longitudinal temperature induced stresses to be 
predicted for an arbitrary section shape subjected to an arbitrary vertical temperature 
distribution. The following assumptions are made in developing the theory:  
a- Material properties are independent of temperature. 
b- Homogeneous isotropic behavior is assumed.  
c- Plane sections remain plane after bending is valid.  
d- Thermal stresses can be considered independently of stress or strain imposed by other loading 

conditions. 
e- Temperature varies with depth, but it is constant at all points of equal elevation. 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 
 
Fig.(2)   Thermal Continuity Forces by Removal of Internal Redundancies. (Priestly, M. J. ,1978). 

 
The Concept of Equivalent Temperature  Difference 

A procedure was developed by Abdul-Ahad8 for calculating thermal stresses induced in continuous 
bridge structures by using the equivalent linear temperature distribution. The following steps are 
followed: 
Step1-Compute the eigen stresses through the bridge cross section due to applied temperature 

distribution  
Step2-  Find the temperature required to produce eigen-stresses. 
Step3- The temperature found in step 2 is subtracted from the applied Thermal load. 
Step4-The temperature found in step3 is the linear temperature, which causes the deformation of the 

structure. The nonlinear part of the temperature which gives the eigen - stress does not cause 
any deformation because the resulting forces are self-equilibrating. 
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  Step5- The linear temperature is applied as a load on the structure. 
Through the use of this procedure, any shape of temperature distribution can be represented by an 
equivalent linear temperature distribution so that the linear temperature can be applied as a load on 
the structure using any readily available program by assuming a two – dimensional frame model to 
include the flexural stiffness of the piers. 
 

The Finite Element Formulation 

 -A readily available computer program SAP86 was used. It is a finite element program for      
analyzing linear structural systems. 
-The analysis was carried out by using 4-noded two-dimensional finite element. 
-The Two-dimensional quadrilateral element which has been used in the mesh was plain stress 
elements. Each of the four nodes comprising the two-dimensional finite element has translational 
degrees of freedom in only Y and Z global coordinate directions. 
- For the (2-dimensional) case plain stresses we have    � y, �Z   and    yz exist.    The normal stress in 
x-direction is zero. 
-For linear elastic isotropic material: 
Ey=Ez=E 
Vy=Vz=V 
Gyz=G= 
  
 
-Thermal load: The program computes thermal load using the nodal temperature. The specified 
nodal temperatures describe the actual temperature distribution in the structure. 
 
 
 
 
 
 
 
 
 
 
 
CASES STUDY: 
   
 
CASE STUDY 

 
 
 

 

 

CASE STUDY 

Tow types of prestressed concrete bridge have been investigated in this research. Thermal stresses 
and curvatures have been computed due to number of different temperature distributions.   

1- Case A: Bab Al-Mouadam bridge (previously called  17 th July bridge). 
2- Case B: Baghdad-Abughraib Bridge (A7). 
In order to obtain an analytical solution, a model for the bridge is needed. Two analytical models 
are presented for each bridge:  

τ

( )v+
Ε

12

ααα == zy

Fig.(3)   Typical Element and Stress Output for Two Dimensional 

Finite Elements.�
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Model No.1: A Simple Continuous Model. 
Model No.2: Longitudinal Frame Model. 

1-Case A: Bab Al-Mouadam bridge (previously called  17 th July bridge).: 
 After presenting the methods of the analysis, it is pertinent to apply the analysis to existing     
bridges.Fig. (4) shows the first model of the bridge the simple continuous one while Fig. (5) shows 
the second model of the bridge. 

 
 
 
 

 
 
 
 
 

 
 

Fig. (4) Model No.1 of the Bridge Case A�

 
 

 
 
 
 
 
 
 

 
 
 
 

Fig. 5    Model No.2 of the Bridge Case A�

 
 
 
 
 
 
 
 

 
 

Fig. (5)    Model No.2 of the Bridge Case A�

 
Fig. (6) shows a typical comparison of curvature values due to different temperature gradients. The 
maximum value of curvature was obtained from ASSHTO  

Specification,(7.36*10-5 m-1), while the value of curvature due to New Zealand and 

B.SSpecification are (6.36*10-5 m-1) and (1.92*10 –5 m –1). 
 
 

 

Fig.5    Model No.2 of the Bridge Case A�
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Fig. (6)   Curvature Between Priestly and Clark Methods Due to Different Thermal Gradients for 

Bridge Case A.�
 

Fig.(7) gives the maximum moment by AASHTO specification as (73.15 MN.m) by using Priestly 
method, while the values of moment by New Zealand and B.S. standards are (63.33MN.m) and 
(19.16 MN.m). 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. (7)   Thermal Moment Comparison Between Priestly and Clark Methods Due to Different 
Thermal Gradients For Bridge Case A.�

 
Fig. (8) indicates the sum of self -equilibrating and continuity stresses for different temperature 
distributions. Maximum value of compressive stress by New Zealand specification is about (2.2) 
times as large as those given by AASHTO and B.S. standards, while the maximum tensile stress by 
AASHTO is about (4) time as large as that obtained from B.S. standard and one time larger than 
that obtained from AASHTO specification. 
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Fig. (8)   Self-Equilibrating Continuity and Total Stresses Due to Different Temperature 
Distributions for Bridge Case A�

 

Fig. (9) illustrates the equivalent linear temperature distribution for different temperature gradients. 
This temperature was applied as a load using model No.1. It is apparent that the bending moment 
and stresses computed by Priestly are about (81.3%) and (81.3%) of the moment and stresses 
computed by Abdu-Ahad using AASHTO specification. 
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Fig. (9)    the Equivalent Linear Temperature Distributions For Different Design Temperature 
Gradients For Bridge Case A.�

Fig. (10) shows the longitudinal frame model for the bridge and using Abdul-Ahad method due to 
different temperature distributions. This model was used to predict the longitudinal movement at the 
abutment. 
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Fig.10)   Beam Element of the Bridge Case A.�

�

Fig (11) shows the mesh of the finite element for beam layout, the properties 
 Listed in Table (1.) have been used as input data in the SAP Program. 

 
                                              Table1 Properties of Concrete 

 
 
 
 
 
 

 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. (11)    The Mesh of The Finite Element Analysis For Beam of Bridge Case 
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Fig (12) shows a good agreement of stress values between Priestly and finite element methods 
using model No.1 due to different temperature distributions.  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Fig.(12)   Total Thermal Stresses Comparison Between Priestly And Finite Element Methods Due 
to Different Design Temperature Distributions For Bridge Case A.�
Fig. (13) shows the stress distribution produced at the end of the first span by dead, live and thermal 
loads, due to New Zealand, British and AASHTO specifications. It appears that AASHTO 
specification overestimates the maximum tensile stress. While the maximum compressive stress 
induced by the New Zealand specification. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.(13)   Service Load Stresses Including Thermal Stresses Due to 

Different Temperature Distributions For Bridge Case A.�
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Case B: Baghdad-Abughraib Bridge (A7) 

 The same methods presented were used in the analysis of this bridge.Fig. (14) shows the first 
model of the bridge, the simple continuous one. 
 
 
 
 
 
 
 
 
 
 
 
Fig. (15)   shows the second model of the bridge. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. (16) shows a typical comparison of curvature value due to different temperature gradients. A   

maximum value of curvature was obtained from AASHTO specification (15.22*10-5 m-1), while 

the value of curvature by New Zealand and B.S. specifications were (12.96*10 -5 m-1) and 

(3.96*10-5 m-1). 
 

 
 
 
 
 
 
 
 

Fig.14 Model No.1 of the Bridge Case B.�

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig .(15)Model NO.2 of the Bridge Case B.�

m m m 
m 
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  Fig. (17) indicates the maximum moment due to AASHTO (18.77MN.m) specification, using 
Priestly method, while the values of moment by New Zealand and B.S. were (15.99MN.m) and 
(4.88MN.m). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
Fig. (18) indicates the sum of self-equilibrating and continuity stresses for different temperature 
distributions. The maximum value of compressive stress by New Zealand standard is about (2.0) 
times as large as those given by AASHTO and B.S.standards, and the maximum tensile stress by 
AASHTO is about (4.5) times as large as that obtained from B.S standard and (1.25) times larger 
than that obtained from AASHTO specification. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.(16)Curvature Comparison Between Priestly and Clark Methods Due to 

Different Thermal Gradient for Bridge Case B�

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.(17)    Thermal Moment Comparison Between Priestly And Clark 
Methods Due to Different Thermal Gradients For Bridge Case A.�

�
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Fig.(18).Equilibrating, Continuity And Total Stresses Due to Different 
Temperature Distributions For Bridge Case B.�

�
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Fig. (19). illustrates the equivalent linear temperature distribution for different temperature 
gradients.  
This temperature was applied as a load using model No.1, It is apparent that the bending moment 
and stresses computed by Priestly method are about (57.6%) and (57.6) of the moment and stresses 
computed by Abdul-Ahad using AASHTO specification. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. (20). shows the longitudinal frame model for the bridge using Abdul-Ahad method due to 
different temperature distributions, this model was used to predict the longitudinal movement at the 
abutment. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. (19)The Equivalent Temperature Distribution For 
Different Design Temperature Gradients For Bridge Case B.�

�
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Fig. (21) shows the mesh of the finite element for beam layout, the same properties listed in Table 

1 were used. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. (22) shows a good agreement of stress values between Priestly method and the finite element 
method using model No.1 due to different temperature distributions. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.(20) Beam Element of The Bridge Case B.�

��
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��

��

��
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��

Fig. (21) the Mesh of the Finite�Element Analysis for Beam 

of Bridge Case B.�
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Fig. (23). shows the stress distribution produced at the end of the first span by dead, live and 
thermal loads, by New Zealand, British, AASHTO specifications. It appears that AASHTO 
specification overestimates the maximum tensile stress, while the maximum compressive stress 
induced by the New Zealand specification. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. (22) Total Thermal Stresses Comparison Between Priestly And Finite 
Element Method Due to Different Temperature Distributions For Bridge Case B.�

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.(23)Service Load Stresses Including Thermal Stresses Due to Different 
Temperature Distributions For Bridge Case B.�
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However, it can be concluded that thermal effects must be considered when assessing the 
serviceability of the bridge under design conditions.             
 
CONCLUSIONS 

- Results showed that the magnitudes of the longitudinal and continuity stresses depend on both   
the magnitude and the temperature distribution through the cross section of the bridge. 

- The bridge geometry will influence the longitudinal movements that occur as a result of 
temperature change. Analysis of two selected bridges with various lengths indicates that the 
longer bridge exhibits larger movement. 

- For the two cases studied, comparison between the three codes indicate that there is a 
convergence between the New Zealand and AASHTO specifications in calculating the curvature 
and the moment while the British standard  underestimates these values. 

- For higher temperature with B.S (5400), the agreement with the other two codes becomes better in 
calculating curvatures and moments. 

- The analytical models developed for the bridge which greatly simplify the complexity and            
dimension of the problem, can be used to predict thermal stresses, due to any shape of 
temperature distribution. 
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WATER PRESSURE EQUALIZATION IN PIPE NETWORK CASE 
STUDY: AL-KARADA AREAS IN BAGHDAD 

 
Prof. Dr. Rafa Hashim Al-Suhaily Dr. Awatif Soaded Abdul-Hameed  Hameed Mirza Mita´b  

University of Baghdad/ College of Engineering/ Civil Dep 
 

ABSTRACT 
In order to make a balance between the increasing of potable water demand and the available 

quantity, a pipe network should be managed in an optimal hydraulic operation state. The optimal 

operation of a water supply network leads to minimize the effect of the variance in pressure 

between the available and minimum required pressure head. It simulates the hydraulic model and 

puts the optimized project with the constraints (minimum design head=20 m, and the available 

commercial pipe diameter, 1600≥ D≥ 250 mm). The objective function is to minimize the cost for 

the suggested hydraulic solution to a minimum value. Pressure uniformity coefficient (UC), 

Standard deviation (�) and coefficient of variance (Cv) are used to show that the pressure head at 

the nodes of the network is uniformly distributed. The optimal design of the case study (R9 water 

supply network) has an actual  cost of 561,169,310 ID and the uniformity indices of UC=99.565, 

�=3.6508 and Cv=0.1543 while the existing design has cost of 856,617,170 ID with the uniformity 

indices of UC=97.909, �=3.5977 and Cv=0.7906. Hence there is a benefit of 34.5% in the cost of 

the optimal design used in this study, with high uniformity coefficient. The effect of Hazen-William 

coefficient (C) on total cost showed an inversely linear effect. For the value of C=130, the actual 

cost was 600,898,300 ID, i.e., the penalty cost approached to zero and has no effect on the total 

cost. 
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INTRODUCTION  
Water is one of the essential elements of life, from early days men soon realized that rivers and 

streams in their natural states seldom provide, adequate water to satisfy their needs. Water is vital 

for human existence; without water there is no life on earth (Anis et.al., 1977) . 

A water distribution network is a system containing pipes, reservoirs, pumps, valves of different 

types, which are connected to each other to provide water to consumers. It is a vital component of 

the urban infrastructure and requires significant investment(Abeb and Solomatine, 2000). The 

analysis of water distribution network means evaluation of quantity of water flowing through each 

pipe and pressure head at junction (node) of the system, while the design of water distribution 

network means evaluation of the diameter of each pipe and the optimum configuration according to 

specified requirements(Don, 1981).  

The problem of optimal design of water distribution network has various aspects to be considered 

such as hydraulics, reliability, material availability, water quality, infrastructure and demand 

patterns. Even though each of these factors has its own part in the planning, design and management 

of the system and despite their inherent dependence, it is difficult to carry out the overall analysis. 

Previous research indicates that the formulation of the problem on a component basis is worthy 

doing. In the present study, the problem is posed as a global optimization. The optimization model 

determines whether the design is optimal or not, if not, the optimization model based on reducing 

the variance between the minimum required and modeled pressure head at the nodes. This paper 

deals with the determination of the optimal diameters of pipes in a network with a predetermined 

layout. This includes providing the pressure and quantity of water required at each demand node. 

An appropriate interface is created between a global optimization tool with the various random 

algorithms, and a network simulation model that can handle steady state condition.  

 

EXTENT OF THE PROBLEM 
The problem reduced to such an extent has two constraints from hydraulic requirements. The 

continuity constraints, states that the discharge into each node must be equal to that leaving the 

node, except for storage node (tanks and reservoirs). This secure, the overall mass balance in the 

network. For n nodes in the network, this constraints can be written as:  

 

�
=

=

n

i
iQ

1

0                                                                                                                                                         

 

where Qi represents the discharges into or out of the node i (sign included). 

The second hydraulic constraint is the energy constraint according to which the total head loss 

around any loop must add to zero or is equal to the energy delivered by a pump if there is any: 

 

� = Ephf                                                                                                                                
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where hf is the head loss due to friction in a pipe and Ep is the energy supplied by a pump. This 

embeds the fact that the head loss in any pipe which is a function of its diameter, length and 

hydraulic properties must be equal to the difference in the nodal heads. This constraint makes the 

problem highly non-linear owing to the nature of the equation that relates frictional head loss and 

flow. This equation can be written as: 

 

c

b

D

Qa
hf =                                                                                                                                 

 

Where a is coefficient depending on length, roughness coefficient of the pipe, b is discharge 

exponent and c is exponent of pipe diameter (D) which is very close to 5 in most head loss 

equations(Abeb and Solomatine, 2000). 

Considering the diameter of the pipes in the network as decision variables, the problem can be 

considered as a parameter optimization problem with dimension equal to the number of pipes in the 

network. Market constraints, however, dictate the use of commercially available (discrete) pipe 

diameters. With this constraint the problem can be formulated as a combinatorial optimization 

problem (Abeb and Solomatine 2000). 

The minimum head requirement at the demand node is taken as a constraint for the choice of pipe 

diameter. Even though the use of an exhaustive search guarantees finding the global optimum, the 

fact that the computational time increases expontially with the dimension of the problem makes it 

impractical to apply them in a multimodal function like this, and especially for real life-size 

problems. 

 

REVIEW OF PREVIOUS RESEARCH 

 Various researches have addressed this problem in a number of different ways during the past 

decodes. Thawat (1973), produced a non-linear programming model for computing the pipe sizes 

and pumping capacities that minimize the total cost, to satisfy the demand requirements. Pramod 

(1979), determined a method based on the critical path concept to select the optimal sets of pipe 

sizes for optimization of branch network by linear programming. Gerald et.al. (1981), described a 

gradient technique for optimization of pipe networks. It is possible to use the value of node head, 

the pipe flow, to calculate the gradient term �(cost)/�(Hi) for each node in the network. Pramod 

(1983), developed a method for optimal design of multi source, looped, gravity- fed water 

distribution systems subjected to a single loading pattern. The method is based on linear 

programming technique and produces a locally optimal solution. Ronald and Karime (1983), 

proposed a method for least cost design of water distribution network which is based on a 

traditional technique of pipe network analysis. Cenedes et.al. in (1987), determined an optimal 

design and operation of closed hydraulic network with pumping stations and different flow rate 

conditions. Yu-chun et.al. (1987), utilized a model that can be used to determine the least cost 

design of water distribution system subjected to continuity, conservation of energy nodal heads, and 

reliability constraints. Kevin and Lary in (1989), determined the optimal settings for controls and 

pressure reducing valves. This methodology couples was based on non-linear programming 

technique. Ian and Fracols (1990), established a new methodology for reliability considerations 

directly into least cost optimization design and operation models for water supply networks. Nowar 

and Abbas, (1997), presented a linear programming gradient model with mathematical corrections 

to find the optimum (least cost) design to pipe networks for constant and variable pumping head. 

Objective function to be minimized represents the overall cost of the pipelines and cost of the 

pumping station in the case of variable pumping head. Bogumil et.al (1998), demonstrated 

optimization analysis by solving inverse problem such as optimal scheduling, model calibration and 

design. A new generic optimization approach based on a continuous assumption and the use of non-

(3)��
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linear mathematical programming is proposed. Abebe and Solomatine (2000), presented an 

approach to the optimal design of pipe networks for water distribution. The problem was solved 

using a global optimization tool with various random search algorithms and dynamic loading 

conditions. The proposed optimization setup can handle any type of loading condition and neither 

makes any restriction on the type of hydraulic components in the network nor does it need 

analytical cost functions for the pipe. Paul et.al (2002), established a new management model for 

optimal control and operation of water distribution systems. The proposed model makes use of the 

latest advances in genetic algorithm optimization to automatically determine the least cost pump 

scheduling operation policy for each pump station in the water distribution system while satisfying 

target hydraulic performance requirements. 

 

PROBLEM FORMULATION 

 

Constraint handling  
The constraint in the problem can be grouped into the following: hydrodynamic, minimum head and 

commercial constraints. The hydrodynamic constraints are handled by the function network 

simulation model. The optimization function handled the upper and lower bound on parameter, 

while penalty function was used to handled minimum nodal constraints. Commercial constraints 

reduce the parameter space to a discrete one.  

This can be adjusted to the number of available commercial pipe sizes, therefore, the search 

algorithms will be for the optimal pipe diameters. 

 

Objective function 
The objective function to be minimized by the optimization algorithms is the cost of the network. If 

the actual cost of the network is the sole objective function, then obviously the search will end up 

with the minimum possible diameters allocated to each of the pipes in the network. To tackle this, a 

penalty cost is added to the actual cost of the network based on the minimum head constraint. 

 

Actual cost of the network 

The actual cost of the network (Ca) is calculated based on the cost per unit length associated with 

the diameter and the length of the pipes 

 

�
=

=

n

i
ii LDCCa

1

)(                                                                                                                             (4)  

 

Where n is the number of pipes in the network and C(Di) is cost per unit length of the i
th

 pipe with 

diameter (Di and length Li. 

 

Penalty cost 
The penalty cost is superimposed on top of the actual cost of the network in such a way that it will 

discourage the search in the infeasible direction. It is defined on the basis of the difference between 

the minimum required pressure head (Hreq) at the node and the lowest design pressure head obtained 

after simulation. It depends upon the degree of pressure violation and the cost of the network in 

some cases and is defined in the following way: 

1- For networks in which all the nodal heads are greater than (Hreq) the penalty cost is zero. 

2- for the networks in which the minimum head is greater than zero but less than (Hreq), it increases 

linearly with the nodal head deficit, i.e.: 
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Where P is a penalty coefficient and CT is the possible cost for each variance between modeled 

pressure head (after simulation) and minimum required head (calculation on the cost of the 

commercial pipe available) in (ID/1m), CT is a function of the pipe diameter cost, i.e.: 

 
B

DACT =                                                                                                                                       (6) 

 

Where A,B are a constant depending on the available commercial pipes, D is the pipe diameter in 

(mm) and Hreq is the minimum required pressure head (m). 

Hence the total cost (Ctotal) will be: 

 

penaltytotal CCaC +=                                                                                                                       (7) 

 

Optimal design of water supply network 
The method used in this paper is suited for engineers of less experience in the design of water 

networks. The design procedure is performed by a computer program in the following manner:  

After assuming the initial values of the diameter the network is analyzed by using the Hardy-Cross 

method (Quantity balance method). The pipes will be arranged according to the hydraulic gradient 

in a decreasing form, to find the lowest pressure in the network. If the modeled pressure (calculated 

after analysis) is less than the designed pressure then the pipe diameter of the high hydraulic 

gradient is increased, using larger commercial available diameter. After changing the pipe's 

diameter, the analysis will be repeated to finish the first attempt. The program will repeat this 

process until the lowest pressure reaches the designed pressure head.  

For pipes of low hydraulic gradient the program will choose a smaller commercial diameter to 

ensure pressure equalization. The program will repeat maximization and minimization for the pipe 

diameter until the optimal design is reached, then the network cost is to be calculated to give the 

minimum cost. 

 

INDICATORS OF THE UNIFORMITY OF THE NETWORK 
To identify the uniformity of the pressure distribution in the network, the following indicators are 

used. 

�

Standard Deviation (�) and Coefficient of Variance (Cv) 
Considering the Standard deviation (�) an indicator to distribute the data from the arithmetic 

mean.The data used to calculate the Standard deviation (�) are the modeled pressure heads. 

 

n

PP
nn
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−
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σ                                                                                                          

           
Where Pi: Pressure head at node i in (m), Pm: Arithmetic mean (average pressure value in the nodes) 

in (m) and n total no. of nodes. 

The coefficient of variance (Cv) is formed by: 

 

(8) 
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Whenever the value of the coefficient of variance (Cv) is near zero, this indicates that the pressure 

head in the nodes is uniform and the results are acceptable, (Subhi and Auath, 1990) 

 

Pressure Uniformity Coefficient (UC) 
 UC is a measurable index of degree of uniformity obtainable for any pipe sizes operating under a 

specified consideration. The data used to calculate the Uniformity Coefficient (UC) are the modeled 

pressure heads in the nodes. 
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Where Pi: Pressure head at node i in (m) and nn: total number of nodes. 

A uniformity coefficient of 85% or more is considered to be satisfactory (indicative of absolutely 

uniform application) (Michael 1978).    

 

WORKING ALGORITHM OF THE COST FUNCTION 
         The following steps are used to calculate the cost of a network Fig. (1). 

1- Number generated by GLOBE are read from the parameter file and converted to indices of pipe 

sizes that represent one network. 

2- The network simulation model is started. 

3- The actual cost of the network (Cost1) is calculated based on pipe cost. 

4- From the output file of the simulation, the nodal pressure heads are extracted and the minimum 

pressure is identified to calculate the penalty cost (Cost2). 

5- The total cost of the network (Cost1+Cost2) is passed to the response file.  

6- If the total cost is optimal then stop. If not, the input file of the simulation is updated (only the 

diameters are changed) and repeat steps (2-6). 

 

CASE STUDY: AL-KARADA WATER SUPPLY NETWORK 
Al-Karada (R9) water supply network located at near the end zone of Al-Rasafa section on the 

eastern bank of the Tigris river was the case study. Water supply network R9 is supplied from the 9-

Nissan treatment plant by the main transmission pipeline and from Al-kadisia treatment plant from 

Al-Karak section. R9 network supplies potable water to the sections (919,921,915,913,923 

,911,907,909,925) in Al-Karada district. This distribution system was laid by the SOBEA Company 

and in order to define these pipes from the distribution pipeline, it is called SOBEA pipelines, see 

Fig.(2), Table (1) and Table (2) shows the properties of this network . 

 

RESULTS OF THE COMPUTER PROGRAM FOR OPTIMAL DESIGN 
To satisfy the required pressure head of (Hreq.=20 m) in this network, the effect of the proposed 

storage tank (R9) was considered. Constructing this reservoir with a constant water level of 30 m 

may give the optimum design of the network as shown in Table (3) and Fig. (3). One may consider 

the difference in the diameter of the pipes that affect the network performance to achieve better 

pressure distribution as shown in Fig. (4). The uniformity of the optimum design for the hydraulic 

model is as shown in Table (4). 

(9) 

(10) 
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By using Table (5), the cost of the optimal design is 561,169,310 ID while the actual cost for the 

SOBEA design was 856,617,170 ID. The optimal design is 34.5% less than the actual cost of 

SOBEA. 

 

EFFECT OF HAZEN-WILLIAM COEFFICIENT ON THE TOTAL COST 
Water supply networks are considered important projects designed for longtime investments. The 

periodically design for such projects is within 50 years. Among the major factor considered in the 

design is the friction losses used to calculate the energy losses which affects the Hazen-William 

coefficient. The design diameters in the network are affected by Hazen-William coefficient. By 

using assuming a constant value for the Hazen-William coefficient for the whole network and 

Equation (7) the effect of the Hazen-William coefficient on the total cost is shown in Table (6) and 

Fig. (5). For example, if low value is assumed for this coefficient, the losses in the network will 

increase, which require using greater diameters to avoid losses in energy, as a result the network 

cost will increase and vice versa .The value of this coefficient is changed with time due to corrosion 

or incrustation in the internal pipe surface.  

If the value of Hazen-William coefficient is greater than 130, the total cost is 600,893,300 ID, i.e., 

the penalty cost is zero and there is no effect for this coefficient on the total cost, only the cost of 

pipe is to be considered.  

 

CONCLUSIONS   
The following conclusions can be deduced: 

1- It is possible to optimize networks with any kind of hydraulic facilities as long as network 

simulator is capable of handling it. Since global optimization method, work with any objective 

(cost) functions, they can also be efficiently be used to optimize not only design but also 

operation, maintenance and other aspects of water distribution networks. 

2- Al-Karada water supply network is not within the optimal operating scheme. 

3- The actual cost for SOBEA design pipes is greater than the optimal design by 34.5%. 

4- The optimal design proposed by this study for Al-Karada water supply network has a minimum 

design pressure head of 20 m and uniformity indices as UC=99.565, � =3.6508, and Cv 

=0.1543, i.e., uniform pressure distribution in pipe network. 

5- The effect of Hazen-William coefficient (C) on the total cost of the network decreases linearly 

with increasing C up to 130, above this value the penalty cost will have no effect on the total 

cost.      
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Fig. (1) Working Algorithm of the Cost Function�
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Fig. (5) Effect of the Hazen-William Coefficient on the Total Cost. 
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Table (1) Pipe Properties of Al-Karada Water Supply Network. 

Pipe 

No. 

From  

Node 
 No. 

To 

node 
No. 

Pipe  

length  
(m) 

Equivalent 

Length 
 (m) 

Pipe 

Diameter 
 (mm) 

Hazen-

William 
coeff. 

1.0 1.0 2.0 150.0 5.0 900 114.7 

2.0 2.0 3.0 162.5 7.0 900 117 

3.0 3.0 4.0 645.0 10.0 900 121.6 

4.0 4.0 5.0 425.0 8.0 600 124.7 

5.0 5.0 6.0 425.0 8.0 600 121.9 

6.0 6.0 7.0 507.5 9.0 400 137.97 

7.0 7.0 8.0 285.0 5.0 400 137.2 

8.0 8.0 9.0 450.0 5.0 800 122.2 

9.0 4.0 9.0 340.0 7.0 800 122.3 

10.0 8.0 12.0 1212.5 13.0 700 124 

11.0 9.0 10. 455.0 5.0 400 - 

12.0 12.0 13.0 205.0 5.0 700 125.4 

13.0 13.0 17.0 212.5 5.0 700 125.6 

14.0 11.0 14.0 562.5 10.0 300 - 

15.0 14.0 15.0 547.5 8.0 300 132.3 

16.0 17.0 15.0 325.0 5.0 400 131.45 

17.0 15.0 16.0 450.0 7.0 500 121.85 

18.0 17.0 20.0 525.0 7.0 600 127.1 

19.0 20.0 21.0 175.0 3.0 600 127.1 

20.0 15.0 22.0 805.0 8.0 250 137.5 

21.0 18.0 23.0 565.0 14.0 250 - 

22.0 19.0 24.0 497.0 10.0 700 - 

23.0 21.0 22.0 550.0 10.0 450 130.7 

24.0 22.0 23.0 275.0 5.0 500 128.9 

25.0 23.0 24.0 300.0 8.0 600 125.9 

26.0 21.0 25.0 320.0 8.0 600 126.7 

27.0 22.0 28.0 695.0 10.0 250 137.3 

28.0 24.0 26.0 462.0 10.0 450 133.47 

29.0 25.0 27.0 320.0 8.0 600 115.1 

30.0 26.0 30.0 677.50 10.0 450 128.2 

31.0 27.0 28.0 400.0 11.0 300 131.2 

32.0 28.0 29.0 205.0 5.0 300 131.3 

33.0 29.0 30.0 655.0 15.0 300 137.5 

 

Table (1) Continue 
 

Pipe 

No. 

From  

Node 

 No. 

To 

node 

No. 

Pipe  

length  

(m) 

Equivalent 

Length 

 (m) 

Pipe 

Diameter 

 (mm) 

Hazen-

William 

coeff. 

34.0 27.0 31.0 630.0 10.0 400 126.9 

35.0 29.0 33.0 585.0 15.0 300 128.8 

36.0 30.0 33.0 980.0 40.0 400 128 

37.0 31.0 32.0 75.0 5.0 400 121.7 

38.0 32.0 33.0 547.5 12.0 400 140.3 
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Node 

No. 

Depth  from 

Surface ground 
level (m) 

No. of pipes  

connected 
to node 

Draw-off 

from the node 
(m3/s) 

Supply to 

the  node 
(m3/s) 

1.0 1.5 1.0 0 0.1608 

2.0 1.4 2.0 0.03172 0 

3.0 1.3 2.0 0.00985 0 

4.0 1.4 3.0 0 0 

5.0 1.5 2.0 0.008 0 

6.0 1.3 2.0 0 0.08041 

7.0 1.5 2.0 0.0112 0 

8.0 1.4 3.0 0 0 

9.0 1.4 3.0 0.01431 0 

13.0 1.2 2.0 0.007587 0 

14.0 1.0 2.0 0.006 0 

15.0 1.5 4.0 0.0167 0 

16.0 1.0 1.0 0.013976 0 

17.0 1.0 3.0 0 0 

18.0 1.1 1.0 0 0 

19.0 1.0 1.0 0 0 

20.0 1.2 2.0 0.007387 0 

21.0 0.9 3.0 0 0 

22.0 1.0 4.0 0.011314 0 

23.00 1.0 3.0 0 0 

24.0 1.2 3.0 0 0 

25.0 1.0 2.0 0.011913 0 

26.0 0.9 2.0 0.011913 0 

 

Table (2) Continue 

 

Node 
No. 

Depth  from 
Surface ground 

level (m) 

No. of pipes  
connected 

to node 

Draw-off 
from the node 

(m3/s) 

Supply to 
the  node 

(m3/s) 

27.0 1.5 3.0 0.0225 0 

28.0 1.3 3.0 0 0 

29.0 1.5 3.0 0 0 

30.0 1.7 3.0 0 0 

31.0 1.5 2.0 0.0153 0 

32.0 1.7 2.0 0.009317 0 

33.0 1.5 3.0 0.011646 0 

 

Table (2) Nodes Properties of Al-Karada Water Supply 



WATER PRESSURE EQUALIZATION IN PIPE NETWORK 

CASE STUDY: AL-KARADA AREAS IN BAGHDAD 

R. H. Al-Suhaily, A. S. Abdul-Hameed 

And Hh. M. Mita'b 

 

 ���

 

 

 

Pipe No. From node  To node  Design diameter (mm) Pipe length (m) 

1.0 1.0 2.0 900 150.0 

2.0 2.0 3.0 900 162.5 

3.0 3.0 4.0 900 645.0 

4.0 4.0 5.0 400 425.0 

5.0 5.0 6.0 400 425.0 

6.0 6.0 7.0 350 507.5 

7.0 7.0 8.0 300 285.0 

8.0 8.0 9.0 750 450.0 

9.0 4.0 9.0 600 340.0 

10.0 8.0 12.0 700 1212.5 

11.0 9.0 10.0 * * 

12.0 12.0 13.0 700 205.0 

13.0 13.0 17.0 700 212.5 

14.0 11.0 14.0 * * 

15.0 14.0 15.0 250 547.5 

16.0 17.0 15.0 400 325.0 

 
Table (3) Continue 

 

 

* Noted that these pipes can be neglected because there was no draw-off from the nodes which these pipes were 

connected to. 

Pipe No. From node  To node  Design diameter (mm) Pipe length (m) 

17.0 15.0 16.0 250 450.0 

18.0 17.0 20.0 600 525.0 

19.0 20.0 21.0 600 175.0 

20.0 15.0 22.0 250 805.0 

21.0 18.0 23.0 * * 

22.0 19.0 24.0 * * 

23.0 21.0 22.0 400 550.0 

24.0 22.0 23.0 400 275.0 

25.0 23.0 24.0 400 300.0 

26.0 21.0 25.0 600 320.0 

27.0 22.0 28.0 250 695.0 

28.0 24.0 26.0 250 462.0 

29.0 25.0 27.0 500 320.0 

30.0 26.0 30.0 250 677.50 

31.0 27.0 28.0 300 400.0 

32.0 28.0 29.0 250 205.0 

33.0 29.0 30.0 300 655.0 

34.0 27.0 31.0 300 630.0 

35.0 29.0 33.0 250 585.0 

36.0 30.0 33.0 250 980.0 

37.0 31.0 32.0 250 75.0 

38.0 32.0 33.0 250 547.5 

Table (3) Optimal design of the network 
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Indicator Result 

Uniformity Coefficient (UC) 99.565 

Standard deviation (�) 3.6508 

Coefficient of variance(Cv) 0.1543 

 

 

 

 

 

Diameter(mm) Cost ID/m length Diameter(mm) Cost ID/m length 

100 4,261 700�� 87,983 

150 4,835 800 117,342 

200 5,294 900 139,600 

250�� 5,722 1000 166,750 

300 18,220 1200 264,988 

350 19,942 1300 268,550 

400 25,197 1400 345,479 

450�� 47,417 1500 356, 488 

500 51,155 1600 390,000 

600�� 66,007   

 
 ** This table was provided from the Baghdad Water Supply Administration (BWSA) which was very important for 

calculation of the actual cost of the optimal design. 

 

 

 

 

Hazen-William coefficient Total cost (ID) 

100 601,052,000 

110 600,975,700 

120 600,919,600 

130 600,898,300 

140 600,898,300 

150 600,898,300 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table (4) uniformity Indicator results 

Table (5) Prices of Commercial Diameters for Ductile Iron Pipes Including Rubber Joint 

for 1979  **��

Table (6) Effect of Hazen-William coefficient on the total cost 
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THE SELECTION OF OPTIMUM ROAD PATH USING 

GEOGRAPHIC INFORMATION SYSTEM (GIS ) 
 

Oday Y. Al-Hamadany�Maitham M. Al-Bakry�Bashar S. Al-Joboory�

University of Baghdad – college of engineering – Department of Surveying �

 

ABSTRACT 

In this research a modern scientific procedure was used utilizing geographic information system 

GIS in selecting the optimum road path between two cities . All the programming facilities offered 

by ArcView GIS software with its extensions of spatial analysis and 3D analysis to solve the 

problem .The solution take a form of geographic map graduated in colors from best to bad portion 

of land that the suggested road could pass through. 

The proposed procedure was checked by conventional mathematical solution used in such problems 

and the results were both agreed.    
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INTRODUCTION 

The problem of selecting and designing new roads between cities is considered a common problem 

in transportation engineering ,many papers presented in a try to solve the problem depending on 

many techniques like mathematics, optimization or/and logic. 

In this paper a new technique is presented depending on the new computer technology which is 

known as model builder of geographic information system (GIS), the new method applied to real 

hilly Iraqi regions to construct new road between sulaymaniya province and qala desi district and 

the results were very promising, effective and successful. 

�
SPATIAL MODEL IN GIS 

In general terms, a spatial model is a representation of reality .The purpose of a model is to help you 

understand, describe, or predict how things work in the real world. By representing only those 
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factors that are important to some study, a model creates simplified, manageable view of the real 

world. 

Geographic information systems (GIS) have not only made it easy to process, analyze and combine 

spatial data, but they have also made it easy to organize and integrate spatial processes into larger 

systems that model the real world. However, the more complex a spatial model becomes, the more 

difficult it is to keep track of the various datasets, processing procedures, parameters, and 

assumptions that you have used, and that was the reason to use ArcView ModelBuilder which is a 

technology from Environmental System Research Institute, Inc. (ESRI) that helps to create and 

manage spatial models that are automated and self – documenting. A spatial model in ModelBuilder 

is easy to build, run, save, modify, and share with others. 

In ModelBuilder, a spatial model is represented as a diagram that looks like a flowchart Fig (1). It 

has nodes that represent each component of a spatial process. Rectangles represent the input data, 

ovals represent functions that process the input data that is created when the model is run. The 

nodes are connected by arrows the shows the sequence of processing in the model. 

 

 
Fig. (1) 

 

CASE STUDY  

To explain the proposed method it was decided to select a case study to design a new road between 

sulaymaniya province and qala desi district northern Iraq due to the availability of topographic 

maps and the hilly nature of the region. 

From the existed topographic maps and by scanning techniques the map of the whole region were 

recreated by AutoCAD and then converted to shape files by the ArcView GIS. The surface model 

was created by TIN (triangulated irregular network) command through the use of ArcView 3D 

surface analyst with all feature themes as shown in Fig.(2) and Fig. (3) below. 

 

�
Fig. (2)�
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�
 

Fig. (3)�

�

SPATIAL ANALYSIS 

The GIS spatial analysis role is to select a suitable path for the new road by taking all possible 

constraints to establish the road in a way that gives the best results from economical and logical 

point of view, and also coincide with the national standards for designing highways. 

The GIS model builder was used to arrange the spatial analysis for the problem and Fig. (4) 

illustrates the model that has been used in analyzing for the possible best road path. 

The factors contribute in the model were slope of terrain, short path, existed forests or farms, cities, 

and existed roads or rivers .These factors were considered enough for theoretical study and many 

other factors like the soil types could be included in real practical problems.   

The model below takes into account avoiding steep areas, farms, and rivers, also the model assign 

high weights for short paths, existed roads, and villages.  

 
Fig.(4) 
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It is obvious from the model diagram above that a process of converting all the vector themes to 

grid themes is necessary to perform the analysis Fig. (5)  

 

 
 

Fig. (5) 

The buffering process in the model above is to create buffer zones around the short path between 

the two locations at some specific distance and around each city to assign that the proposed roads 

are preferred to be short, also pass through or near cities. Fig. (6) shows a part of the weighted 

overlay table that assigns different weights and scale values for each input theme to produce the 

final overlay map. 

 

 

 
 

� Fig. (6) 
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All the themes used in the analysis are shown in Fig. (7) below. 

�
 

Fig.(7) 

 �

City, village theme City buffer grid theme 

Slope of terrain theme Farms or forests theme 

 �

Short path theme 

 

Existed roads theme 

 

Rivers theme 

 

Short path buffer theme 

�
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The result after analysis is a map showing the different colored regions classified from very good to 

bad portion of land representing the suitability for selecting the road path as in Fig. (8) .The light 

green areas were assigned very good, yellow areas assigned good, green areas were assigned 

middle, orange areas were assigned bad, and red areas were assigned too bad. 

 

 
 

Fig. (8) 

 

From the resulted weighted overlay map it could be decided to choose the optimum road path by 

carefully trying to design the path to pass through the colored areas that are indicated by good 

avoiding the bad one.   

For verification goal it was decided to select four road paths labeled in red as illustrated in Fig. (9); 

the fourth road were selected carefully to pass through the best regions ,and according to the 

analysis map it must be the optimum road path, and that should be checked by conventional 

mathematical optimization techniques. 

 

 
 

Fig. (9) 

 

4 

2 

1 

3 
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GEOMETRIC DESIGN OF PROPOSED ROADS 

The next step is to geometrically design these suggested road paths including vertical and horizontal 

alignment, and then computing volumes which is an important factor in selection since it is 

proportional to cost, this is done by software like AutoDesk Survey, the resulted CAD drawings are 

then converted to shape files by ArcView GIS.  

     Profiles for these suggested paths could be also interpolated by ArcView GIS 3D analyst easily 

as shown in Fig. (10)  

 
                                                                                                      

 

 

 

 

 

 

 

        

Fig. (10) 

   

It was found that highway with two lanes Fig. (11) is the appropriate type for designing the four 

proposed roads in the presented problem, Table (1) illustrates the characteristics of two lane 

highways  

 

Table (1) Highway Characteristics – Two Lane 

CLASS WIDTH (in meter) 

Letter 

symbol 

W (m) Design 

speed(km/h) 

a v c e 

D2 9.5 70,60,50 3.00 0.25 1.25 0.25 

*C2 11 80,70,60 3.50 0.25 1.25 0.50 

B2 12 80,70,60 3.50 0.25 1.75 0.50 

A2 13.5 100,80,70 3.75 0.25 2.25 0.50 



THE SELECTION OF OPTIMUM ROAD PATH USING 

GEOGRAPHIC INFORMATION SYSTEM (GIS ) 

B. S. Al-Joboory, M. M. Al-Bakry 

and O. Y. Al-Hamadany  

 

 302 

 
Fig. (11)�

   Where:- 

               W – Total width of highway. 

                a – Width of traffic lane. 

                c – Width of paved shoulder. 

                e – Width of unpaved shoulder. 

                c – Latter symbol of class 

                2 – Number of traffic lanes 

                v - Width of marginal strip 

 

   To prepare the road selection factors, it is necessary to study the designing elements for different 

classes of highways in different types of topography Table (2).   

 

Table (2) Design Elements for different classes�

Type Of Topography 

Mountainous Rolling Flat�

Class Of 

Highway�

r�s(e)�g�r s(e)�g�r�s(e) g Velocity��

50�60 70�V�

10�7�8�8.5�6.5�6.5�6.5�5.5�5� 

D2 

60�70�80�V�

8.5�6.5�7�7.5�6�5.5�6�5�4��

C2�

60�70�80�V�

8.5�6.5�7�7.5�6�5.5�6�5�4��

B2�

70�80�100�V�

7�6�5.5�6.5�5.5�4.5�5.5�4.5�3.5��

A2�

 

MATHEMATICAL CHECK  

The volumes, slopes, curves, lengths, population, bridges or culverts, and cities are all represents 

the important factors in selecting the final optimum road path and this is done by the usual 

mathematical techniques in transportation engineering. Table 3 below explains these computed 

different factors for each suggested route and the final results. 
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Table (3)� Road Selection Factors 

 
   

The final result shows that the fourth suggested road represents the optimum path with a success 

percent of 97%,  and this result match the analysis map of Fig. (8), the same results were obtained 

when using the method of mini-max in optimization   

  

CONCLUSIONS 

From the presented problem it was easy to conclude how a vital role the GIS analysis could play in 

selecting road paths, because of its effectiveness and its logical visual (geographic) solutions for 

such problems. 

The weighted overlay analysis offered by the model builder technique is easy, logical, and flexible 

since it offers the facility to add new factors, change weights, scale values, and run the constructed 

model every time you need to get new solutions in a very short time.    

It is also important to mention that GIS not only gives the solution for selecting optimum path, but 

also gives the geometric design that contains types of curves and the geographic coordinates 

necessary to set out the optimum road.  
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ABSTRACT 

Physical adsorption by nitrogen gas was studied on seven commercial platinum reforming catalysts 

(RG-402, RG-412, RG-432, RG-451, RG 422,RG-482, PS-10), four prepared platinum catalysts 

(0.1%Pt/alumina, 0.2 %Pt/alumina, 0.45 %Pt/alumina and 0.55% Pt/alumina), and �-alumina 

support. 

Physical adsorption was carried out  by using Accelerated Surface Area and Porosimetry (ASAP 

2400 device) at 77 K .  

The results indicate that the surface area in genaral decreases with increasing platinum 

percentage,high platinum loaded (0.45% and 0.55%) it was found that the percent increasing in 

surface area was lower than those obtained for low platinum loaded catalysts , and at very higher 

platinum loading  0.6 %Pt , some reduction in surface area was observed . The  precipitation of Re 

and Ir metals with 0.35 % and 0.6 % platinum   increases  the surface area  , while precipitation of 

0.57%  Sn with 0.375%  Pt/ �-alumina deceases the surface area catalyst . 
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INTRODUCTION 

Physical adsorption  defined as adsorption in which the forces involved are intermolecular forces 

(Vander Waals forces) of the same kind as those responsible for the imperfection of real gases and 

the condensation of vapours, and which do not involve a significant change in the electronic orbital 

patterns of the species involved[Lowell,1984]. 

Gas adsorption is of major importance for the characterisation of a wide range of porous 

materials.Many gases and vapours, which are readily available and could be used as adsorptives, 

nitrogen has remained universally pre-eminent. [Oscik,1982]. 

Physical adsorption or reversible adsorption is most sutaitable for surface area determinations. It is 

accompanied by low heats of adsorption with no violent or adsorption structural changes occurring 

to the surface during the adsorption measurement [Young,1962].The molecules physically adsorbed 

are not restricted to specific sites and are free to cover the entire surface.For this reason surface 

areas rather than number of sites can be calculated.[Van der Plas,1970 ]. 

During the adsorption,the increase of the pressure leads first to a monolayer coverage,then a 

multilayer coverage is generated .When the local condensation pressure is reached,a phase 

transition is produced and the pores are full with a liquid phase. This condensation pressure is an 

increasing function of the pore size. After the saturation, if the pressure is decreased gradually, the 

primary phenomena of the desorption is observed.On the contrary, if the desorption is started before 

the complete saturation, the secondary desorption was observed.[ D.I Enach.2001 ]. 

Langmuir proposed equation 1  for monolayer adsorption  on solid surface . 

            

mm V
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CV

Po

V

P
+=                   (1) 

 

Langmuir adsorption isotherm is based on the following assumptions, the surface contains a fixed 

number of adsorption sites( φ �
= fraction of sites covered; 1-φ = fraction of sites not covered), 

Each site can hold one adsorbed molecule,a monolayer is the maximum amount which can be 

adsorbed,the sites are independent and have no interaction and the binding energy is the same for 

each site and does not depend on φ . 

The Langmuir isotherm makes no provision for more than one layer of gas adsorbing on the 

surface. Frequently however, the amount of gas adsorbed continuously increases as the pressure is 

increased indicating that gas sticks to the substrate and to gas already adsorbed.  

Allowance for multilayer adsorption was introduced by Brunauer ,Emmett and Teller [Sing,1976 

and Kenneth,2001]which develop the Langmuir equation, and they extended the monolayer 

coverage to multi-layer coverage as shown in equation 2. 
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The BET isotherm was a generalization of the Langmuir isotherm and assumes the 

following,the surface is uniform and all sites are equivalent. (i.e., no pores, steps, etc.), molecules 

adsorbed on the surface sites are localized,each molecule in the first layer provides a site for 

adsorption of a second layer, each molecule in the second layer provides a site for adsorption of a 

third layer, and so on, there is no interaction between molecules in a given layer and molecules in 



Journal of Engineering Volume 12    June 2006        Number 2 
 

��

�����

the second and higher layers are held together by the forces in the bulk liquid whereas molecules in 

the first layer are different by virtue of being bound to the surface. 

In spite of the perceived theoretical limitations of the BET model, the BET-nitrogen method soon 

became established as a standard procedure for surface area determination. 

Empirical evidence indicated that the changeover from monolayer to multilayer adsorption occurred 

at the beginning of the middle, nearly linear section of the isotherm ,and was taken by them to 

indicate the completion of the monolayer . 

The plot of  P/V(P
o
-P) Versus P/P

o
 from equation 2 gives a straight line usually with range of P/P

o 
 

(0.05-0.35)[Loweel,1984] with slope  S  and intercept  I which are calculated by equations 3 and 4 

respectively. 

 

I  = 1/Vm C                                                           (3) 

     

S  = C-1/Vm C                                                   (4) 

 

It is evident that the location and extent of the linear region of a BET plot is dependent on the 

adsorption system (both adsorbent and adsorptive) and the operational temperature. In view of this 

situation, it is strongly recommended [Gregg,1982] that the BET monolayer capacity(Vm) evaluted 

by equation 5. 

 

Vm = 1/(S+I)                                                        (5) 

 

Then surface area calculated by equation 6. 

 

SBET (m
2
/g) =  Ns *N *Vm  /  22414  * 10

18
 nm

2
/m

2
           (6) 

 

The evaluation of S BET is,of course, dependent on the average area, Ns, occupied by each molecule 

in the completed monolayer. In the case of nitrogen at 77 K, Ns of nitrogen  is usually taken as 

0.162 nm
2
, this value was originally proposed by [ Emmett and Brunuaer ,1938] and was based on 

the assumption that the monolayer had the liquid form of close-packed structure. 

High value of the parameter C, is an indication of strong adsorbent–adsorbate interactions. Typical 

C values in the range 80–150 for nitrogen at 77 K are consistent with the formation of well-defined 

monolayers on many non-porous and mesoporous adsorbents [ Dubinin(1955)and Gregg1982]. 

Physical adsorption of gas or vapours is normally characterized by the liberation of between 10 to 

40 kJ/mol of heat which is close to values associated with heats of liquification of gases . The heat 

evolved on adsorption of a gas or vapours onto solid from a liquid,however,is strongly dependent 

on the source and history of the solid adsorbent[Jhon and Barry,1998 ]. 

        

C value calculated by equation 7.  

 

���C=  S +I/ I                           (7) 

Heat of adsorption  was calculated from constant C by  equation 8 [Brunauer,1938]. 

 
RT)E(E 21expC

−
=     (8) 

 

This work deals with preparation of platinum �- Al2O3  catalysts wih different Platinum content and 

calculation of the surface area and heat of adsorption for �- Al2O3 ,prepared and commercial 

catalysts by physical adsorption of nitrogen at 77K. 
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EXPERMINTAL WORK 

 

Material 

 

Commercial Catalysts: 

 

Table (1) shows the properties of commercial catalysts and �- Alumina support . 

Porosity 

 

Pore 

volume 

cm3/g 

 

Bulk 

density 

g/cm3 

 

Length 

mm 

Diameter 

mm 
Cl 

Content 

(wt. %) 

Pt 

Content 

(wt. %) 

Form Symbol 

0.56 0.62 0.68 4-8 2.5 � � Extrudate �- Al2O3 

- - 0.75 5 1.8 

1 0.35 Extrudate 

RG-412 

0.35 % Pt/        

�- Al2O3 

- - 0.75 7-9 1.5 

1.02 0.6 Cylindrical 

RG-402 

0.6 % Pt/          

�- Al2O3 

- - - 1.8 1.6 

1.2 0.6 Cylindrical 

RG-422 

0.6 %Pt-        

0.03 % Ir/        

�- Al2O3 

- - - 9 1.8 

1 0.35 Cylindrical 

RG-432 

0.35%Pt-     

0.03 %Ir/         

�- Al2O3� 
- - 0.75 - - 

1.1 0.35 Sphere 

RG-451 

0.35%Pt-

0.03%Ir-

Promoter/        

�-  Al2O3 

- - 0.75 8-9 1.4 

1 0.3 Cylindrical 

RG-482 

0.3%Pt-

0.3%Re/          

�- Al2O3 

0.75 0.82 -  - 

1.02 0.375 Sphere 

PS-10 

0.375%Pt-

0.57%Sn/         

�- Al2O3 

Gases 

 a- Nitrogen:��
  It was supplied from Baghdad Factory for Drug Industry with purity 99.9 % and it is used as 

adsorbent. 

b- Hydrogen:  

It was supplied from AL-Mansour plant with purity 99.9 and it is used as a reduction material  in 

preparation step. 

c-Helium: 

It was supplied from AL-Mansour plant with purity 99.9 and it is used in dead volume 

measurments. 

d-Liquid nitrogen: 

It was supplied from Baghdad factory for drug industry with purity 99.9 %. 

e-liquid chloroplatinic acid: 

It was supplied from Fluka Chemi AG with purity 99.9% and 40wt % platinum. 
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Catalysts Preperation 

Four platinum supported with �-  Alumina catalyst containing different percentage of Pt were  

prepared .The impregnation method  was applied for catalyst preparation.This includes preparations 

of hydrochloroplatinic solution with different concentration  with a quantity just sufficient to fill  

the pores of �-  Alumina  support as seen from Table (2) . 

 

Table (2) Preparation of different Pt/ � -Al2O3 percent 

 Catalyst with different Pt 

% loaded 

Hydrochloroplatinic acid, 

g 

H2O,  ml � -Al2O3, g 

0.1 Pt/Al2O3 0.065 80 25 

0.2 Pt/Al2O3 0.1375 92 26 

0.45 Pt/Al2O3 0.283 84 29 

0.55 Pt/Al2O3 0.345 98 27 

Each sample of  �-  Alumina  was charged in 250 ml flask and connected to a vacuum pump in one 

side and from top side to a separation funnel where the impregnation solution was contained .The 

impegnation  carried out at room temperture and 5 mmHg vacuum pressure for 4 h.The catalyst 

dried at 110 º C for 6 h, and then calcined at 500 º C  in flowing dry air for 4 h to convert the metal 

salt into a metal oxide. The oxide was reduced by hydrogen at 350 Cº and for 3 h to give zero-

valent metal. 

 

General description of the(ASAP) Instrument 

Accelerated Surface Area and Porosimetry instrument (ASAP-2400) is programmed to perform 

physical adsorption and desorption analysis completely under computer control.                                                                                                                                                     

The (ASAP-2400) is actually two independent instruments in a single cabinet, one to degas samples                                        

and the other has  to analyze sample.The specification of ASAP 2400 Instrument is shown in                 

Table (3).  

The sample degassing part of the (ASAP-2400) consists of a vacuum pump, a manifold with six 

degas ports , a vacuum transducer to monitor manifold pressure, a pressure limit switch, heating 

mantles and controls for heating samples, and individual sets of controls to govern the out gassing 

of each sample. Samples may be added to or removed from degas ports without disturbing the 

treatment of other samples sharing the manifold as shown in Fig. (1). 

The analysis part of the (ASAP-2400) consists of vacuum pump, manifold with six sample ports 

and six Po tubes, an individual pressure transducer for each sample port, a master pressure 

transducer for the manifold, a precision volume to check the manifold volume calibration, a liquid 

nitrogen thermos flask and a status display panel a shown in Figs. (2) and (3). 

Table (3) Specification of ASAP 2400 Instrument 

Specification Value 

Minimum surface area   ,m2 /g 5 

Minimum pore volume  ,cm3/g  0.02 

Pore size range  ,� 10-600 

Environment temperature , oC  10-35 

Pressure measurement range,mm Hg 0-950 

Analysis manifold capacity, sample 6 

Liquid N2 system capacity ,(liter per one Dewar 

flask). 
1.9 

Minimum pressure ,mm Hg 0.005 

Degas system capacity,sample 6 

Temperature range , oC  Ambient to 350 
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E2   Degas  vacuum pump                 

F    Degas port valve                            

G    1 psig  pressure switch                   

H    Degas vacuum Gauge 

K  Vacuum valve 

L  Vacuum valve 

 

 

Fig. (1) Degassing part 

��
��
��
 

��

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (2) Analysis part outside view  
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Fig. (3) Analysis part scheme . 

 

reProcedu��

Appropirate quantities of samples  loaded into sample flasks and then  sample holders were 

mounted into degas ports.The sample flasks attached heating mantles to apply the degassing step. 

The degas vacuum meter set point 500 millitorr was mounted for each catalyst sample at 150 Cº for           

3 h.When degassing completed , the heating mantles were removed  and allow the sample to cool to 

the room temperature,then the samples were  weighted . For dead volume measurment the sample 

flasks were covered with isothermal jacket and attached to a liquid nitrogen thermas.Pulses of 

helium gas were admitted up to equilibrium pressure. For adsorption measurements pulses of 

nitrogen gas were admitted until reaching the different equilibrium pressure. 

 

Results and discussion 

The physisorption of nitrogen gas were carried out for �-Alumina,prepared catalysts and 

commercial catalysts at 77 K and relative pressure (P/P
o
) from 0-1. 

Figs. (1-12) show the BET plot for �-Alumina ,prepared catalysts and commercial catalysts.The 

slopes and the intercepts of the plotes of  P/V(P
o
-P) verses  P/P

o
 (BET plots) were used to calculate 

the volumes adsorbed at monolayer coverage (Vm) for all samples by Eq. 5 .The surface area of the 

samples were calculated by Eq. 6 .Table  (4) showes the obtained values of the surface areas for   �-
Alumina ,Prepared Catalysts and commercial catalysts. 

�-Alumina has higher surface area compared with all catalysts,because it has more porous 

structure.This is also observed by Savitzky and Golay[Savitzky and Golay,1964].The surface area 

of monometallic platinum catalysts genarally decreases by platinum content increasing from                 

0.1 to 0.35 %.  This is presumably due to bulky platinum catalyst crystallites,which block up some 

pores and hence reduces the surface area as mentioned also by [ Vanden,1979].Higher content than 

0.3 % up to 0.55 % slightly promotes the surface area increasing. This is may be due to creation a 

new pore which increase the surface area .At very high platinum content 0.6 % there is some 

reduction in surface area and this may be due to slight reduction in the number of pores. 
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0.3% Pt-0.3% Re/ �-Al2O3 catalyst has a high surface area compared with a monometallic  0.35% 

Pt/ Al2O3 catalyst .Addition of 0.3 % Re to Pt catalyst may be made a good alloy (Pt-Re) which 

could be create a new pores resulting in an increasing in surface area as mentioned by 

[Michael.1982 ]. 

The addition of 0.03 % Ir to Pt / �-Al2O3 gave lower surface area compared with 0.3% Pt-0.3% Re/ 

�- Al2O3 catalyst and slightly higher surface area compared with 0.35% Pt/ �- Al2O3 catalyst. 

The values of constant C in BET equation were calculated by by Eq.7 and presented in column 6 of 

Table (4)  . 

The constant C is an indicator of adsorbate -surface interaction [ Loweel,1984 ].The value of C for 

0.35 % Pt-Ir / �-Al2O3 and 0.3 % Pt-0.3%Re higher than 100 and this means that higher interaction 

between nitrogen and catalyst surface took place.When the value of C approximate (100),this 

means, that some fraction of surface  is unoccupied as observed for �- alumina where C= 86.58. 

The C values were used for the heat of adsorption calculation of nitrogen gas on �- alumina, 

prepared catalyst and commercial catalysts according to Eq. 7 .The values of heat adsorption were 

presented in column 7. Table  (4)  . 

The heat of adsorption represents the affinity between nitrogen gas and catalyst surface.                         

[ Sing,1982 ].As the heat of adsorption increases, the volume adsorbed at high relative pressure 

decreases which can be consider due to the increase in the temperature of catalyst surface.  

 

Table (4) Monolayer Capacity, Surface Area , constant C and heat of Adsorption 

 

Catalyst Vm 

cm
3
/g 

S 

g/cm
3

 

I 

g/cm
3

 

SBET 

cm
2
/g 

C E1-E2 

J/gmol 

�-Al2O3 63.857 0.01469 0.000893 277.889 86.580 2855.309 

0.1 Pt/ �- Al2O3 59.1160 0.01273 0.004185 257.344 115.060 3037.935 

0.2 Pt/ �- Al2O3 49.995 0.01634 0.002375 232.604 142.87 3176.52 

0.45 Pt/ �- Al2O3 59.948 0.017453 0.002242 221.022 127.67 3104.51 

0.55 Pt/ �- Al2O3 51.839 0.019142 0.000148 225.665 130.1184 3116.67 

RG-412 

0.35% Pt/ �- Al2O3 

49.2996 0.020097 0.000187 214.611 108.342 2999.42 

RG-402 

0.6 %Pt/ �- Al2O3 

46.6555 0.021290 0.000143 203.100 149.23 3204.4 

RG-482 

0.3 %Pt-0.3 % Re/   �- 
Al2O3 

 

52.759 0.018135 0.000225 238.428 138.35 3155.94 

RG-432 

0.35% Pt- 0.03% Ir/ �- 
Al2O3 

53.2874 0.018636 0.002406 231.971 144.424 3183.497 

RG-422 

0.6% Pt-0.03%Ir/    �- 
Al2O3 

55.229 0.017972 0.000134 240.423 134.547 3138.097 

RG-451 

0.35% Pt-0.03 %Ir-

Promotor/ �- Al2O3 

49.127 0.020226 0.000129 213.860 157.9369 3240.706 

PS-10 

0.375 %Pt-0.57 % Sn/ 

�- Al2O3 

44.0147 0.022530 0.000189 191.605 119.877 3064.19 
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Fig.1 BET plot of adsorption data  for Alumina 

P/P
o

P
/[

V
(P

o
-P

)]
 *

 1
0

-3
  

C
m

3
  

 (
S

T
P

)

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

0.08 0.12 0.16 0.20 0.24 0.28 0.32

 
��
��
��
��

��
 

 Fig.2 BET plot of adsorption data for 0.1 % Pt/Al 2O3 catalyst
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 Fig.3 BET plot of adsorption data for 0.2 % Pt/Al  2 O 3 catalyst
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 Fig.4 BET plot of adsorption data for RG-412 catalyst
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Fig. 5 BET plot of adsorption data for 0.45 % Pt/ Al  2O3 catalyst
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Fig. 6 BET plot of adsorption data  for 0.55 %Pt/ Al  2O3 catalyst
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Fig. 7  BET plot of adsorption data  for RG-402 catalyst

P/P
o

P
/[

V
(P

o
-P

)]
 *

 1
0

-3
  

C
m

3
  

 (
S

T
P

)

1.5

2.5

3.5

4.5

5.5

6.5

7.5

0.08 0.12 0.16 0.20 0.24 0.28 0.32

��
��
��
��
��
��
��
��

Fig.8 BET plot of adsorption data  for RG-482 catalyst
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Fig.9  BET plot of adsorption data  for RG-432 catalyst
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Fig.10 BET plot of adsorption data  for RG-422 catalyst
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Fig.11 BET plot of adsorption data  for RG-451 catalyst
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Fig.12  BET plot of adsorption data  for PS-10 catalyst
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Nomenclature 

C= Constant. Eq.7 

E1 = Average heat of adsorption in monolayer.(J/gmole) Eq.8 

E2 = Heat of condensation.(J/gmole) Eq.8 

I=Intercept (g/cm
3
)   Eq.3 

N= Avagadro number =6.023 *10
23

 (molecule/mole) Eq. 6 

Ns= Nitrogen molecular cross sectional area= 0.162 nm
2
 Eq.6 

P= Equilibrium pressure (mmHg). 

Po= Saturation pressure (mmHg). 

R = gas constant = 8.314 (J/gmole.K) . 

S= Slope(g/cm
3
)  Eq.4  

T = Temperature (K)  

V= Volume adsorbed  (cm
3
/g). 

Vm=  Monolayer coverage volume  (cm
3
/g) 

φ = fraction of sites covered. 

1-φ = fraction of sites not covered. 
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ABSTRACT 

A complete numerical solution of thermal compressible elastohydrodynamic lubrication of rolling / 

sliding contact was achieved to determine the effect of inlet boundary condition on the film shape, 

film pressure, and film temperature in an elastohydrodynamic line contact problem. 

The direct iterative technique is used to solve the simultaneous system of Reynolds
,
 ,elasticity , and 

energy equations for different locations of inlet oil fed . The effect of various load, speed , and slip 

conditions have been investigated . the results indicate that the effects of starvation are an increase 

of oil film temperature and decrease in oil film thickness so that the temperature effect are 

significant and can not be neglected. 
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INTRODUCTION 

Rolling  sliding machine elements such as bearings , gears, cams and their followers are frequently 

subjected to high load, speed , and slip conditions. The problem of thermo-elastohydrodynamic 

lubrication had been treated by many workers, Cheng et.al. (1965), Daow et.al (1987) and  Sadeghi 

et.al. (1990,1987). 
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Most the published works have not consider the effect of the starvation on pressure distribution , 

film thickness and oil film temperature  so the location of the inlet meniscus is considered as 

known. However the reduction in film thickness due to starvation has been studied by Chiu (1972) . 

He conconcluded that the starvation effect in most rolling element bearing are considerably greater 

than the inlet heating effect. 

Full solutions for estimating film thickness of point contacts were made by Hamrock and Dowson 

(1976,1977) for flooded as well as starved contact. They found a dimensionless central and 

minimum film thickness for the flooded contacts indicating that the film thickness decreases for the 

starved condition as compared to the flooded condition. 

Johns- Rahngat and Gohar (1994) proved that the results obtained from the work of Hamrock and 

Dowson are quite realistic when employing starvation conditions at the contact. 

The present work is an attempt to study the thermal effect on the performance of contacting element 

in line contact with starved inlet boundary condition. 

Direct iterative method was adopted to solve the governing equations of the problem. 

 

GOVERNING EQUITIONS 

The governing equations describing the steady state , thermo-elasto hydrodynamic lubrication of the 

line contact using Newtonian lubricant can be discribed as follows:  

 

Reynolds
’
 Equation: 

Reynolds
’
 equation which govern the pressure distribution inside the oil film presented between two 

non conformal surfaces in line contact can be written here as follows: 
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The pressure distribution in the contact zone is subjected to positivity constraint.The boundary 

conditions for Reynolds equation are given by  

P(xi)=0  , P(xo)=dPxo/dx=0   

 

Elasticity Equation: 

Oil film thickness distribution can be evaluated in this case by using the following equation used by 

Wolff et.al.  (1992)  

 

dsssxsp
ER

x
hh

o

i

x

x
o ���� −−−−−−−−++++==== 2

2

]/)ln[()(
2

2 ππππ
                                                                          (2) 

 

Equations of State 

 The lubricant viscosity is modeled by Baru
’
s pressure viscosity formula. The equation was 

modified to include the thermal effect. It can be written as presented by previous reference 
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The dependence of density on pressure and temperature can be expressed by the following equation:  
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Energy Equation 

The temperature  distribution a cross the oil film is expressed by solving the energy equation 

reported by Wolf (1992) and Gohr (1988)  

2

22

y

T
k

x

T
Cu

y

u

x

p
uTT

∂∂∂∂

∂∂∂∂
−−−−

∂∂∂∂

∂∂∂∂
====��������

����

����
��������
����

����

∂∂∂∂

∂∂∂∂
++++

∂∂∂∂

∂∂∂∂
ρρρρµµµµεεεε                                                                              (5) 

 

The boundary conditions used with the above equation are given by 

 At  y=0      ;       T=To 
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Where, 

=2ρ density of the solid disk (Kg/m
3
)=7800 Kg/m

3 
for steel disk 

C2= heat capacity of the solid disk (KJ/Kg.K)=52 KJ/Kg.K for steel disc. 

U= speed of the solid disk (m/s). 

The mean oil film temperature can be expressed as follows 
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by making the suitable substitutions, the mean  oil film temperature can be evaluated as: 
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NUMERICAL TECHNIQUE 

To obtain  a complete numerical solution to the problem of compressible thermo-

elastohydrodynamic lubrication of rolling/ sliding contacts the direct iterative procedure was 

followed to solve the simultaneous system of compressible Reynolds
’
 Eq.(1), elasticity Eq.(2), and 

the energy Eq.(5) together with the Equations of state, Eqs.(3,4) . The flow chart shown in Fig.(1) 

illustrates the computational procedure used for calculating the pressure, film thickness , and 

temperature distribution within the lubricant film. 

The isothermal pressure and film shape are obtained and these values are then used to arrive at the 

initial temperature field within the lubricant film. The influence of temperature is introduced on 

viscosity , and density and the new pressure and film thickness are calculated. The iterative 

procedure is continued until the resulted  temperature and pressure satisfied the following 

convergence criteria . 
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RESULT AND DISCUSSION 

The analysis was carried out for three different nondimensional load parameters, namely (1.36E-7), 

(2.28E-7), and (3.42E-7). Three different slide to roll ratios are also been considered, namely 

(0.5,1.07,1.32). Five inlet positions were invistigated, one considered for the flooded condition, 

Xi=-4a while the other four account for the starved conditions in which Xi=-3.5a ,3a ,2.5a and 

2a.The results in Figs. (2,5,8) show that the pressure spike decreases and diminshes for all the 

above cases. The pressure spike try to move outward towared the outlet with the increase of the 

applied load. The maximum pressure increses as the degree of starvation increases to maintaine a 

constant applied load. 

The oil film thickness decreases with increasing the degree of starvation and the applied load as 

shown in Figs. (3,6,9). Also the nip that occurs in the nondimensional film shape at the fully 

flooded case diminishes as the amount of starvation increased and the film shape changes to that of 

flatened type. This is can be explained with refering to Figs. (4,7,10) since the oil film temperature 

increases with increasing the degree of starvation and the applied load which lead to low oil 

viscosity. 

The results presented in Fig. (12) also shows that the oil film thickness decreases as the the slide to 

roll ratio increases. This can be explained with the aid of Fig. (13), since it can be shown from this 

figure that the oil film temperature increases with increasing the slide to roll ratio. The maximum 

pressure increases as the slide to roll ratio increases in order to maintain constant applied load.   
 

CONCLUSIONS 

The concluding remarks which can be withdrawn from the present results are : 

1- There is a significant increase in oil film temperature as the degree of starvation and the slide/ 

roll ratio increases. 

2- The pressure spike is decreased (nearly vanshes) as the amount of starvation and slid / roll ratio 

increases. The pressures pike tends to move toward the outlet as the applied load increases. 

3- The oil film thickness decreases as the amount of starvation increased which is dangerous 

phenomenon leading to occurrence of film rapture due to metal to metal contact at the tip of the 

mating surfaces. 

4- The results indicate that the temperature effect and the position of oil feed have significant 

effects and must be taken into consideration  for proper design.    
 

NOMENCLEATURE 

a     Hertizian half width = ))2/()2//((2 2 πElRW  

E1  modulus of elasticity of roller (1) (N / m
2
) 

E2  modulus of elasticity of roller (2) (N / m
2
) 

E    equivalent modulus of elasticity = )2/)1(1/)1/((2
2

2
2

1 EE νν −+−    (N/m
2
) 

H   oil film thickness (m) 

ho   central oil film thickness (m) 

P′   oil pressure  (N/m
2
) 

P   non dimensional oil pressure = hertizianPp /  

Phertizian  non dimensional oil pressure= RaE 4/  (N/m
2
) 

R    equivalent radius of the two rollers = )/( 2121 RRRR + (m) 

R1   radius of roller (1) (m) 

R2   radius of roller (2) (m)  

Sp    slide to roll ratio=2(U2-U1)/ (U1-U2) 

REUUU o ′+= 4/)( 21η  

LREWW ′= /   Dimensionless load parameter 

�   pressure viscosity coefficient 
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�   oil thermal expansivity (K
-1

) 

�   temperature viscosity coefficient 

21,νννν   poisons ratio for the upper and lower disks=0.3 
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Fig.(1.a) Discretization Scheme 
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Fig.(7): Oil temperature distribution for different oil inlet 

W=2.28*10-7 
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ABSTRACT 

In most of the construction projects, there are many events or risks may occur during the execution 
of project. These risks (e.g. the excess of project cost or the expected time, increasing the prices of 
material and labor, accidents, changes, engineering errors or omissions, bad quality, delay in 
reaching the facilities to the site, etc.) may effect negatively on the project and the parties. 
Therefore, these risks must be identified and assessed accurately to avoid or reduce the negative 
effects for these risks. The concept of risk is used to assess and evaluate uncertainties associated 
with an event or a process. A construction process includes many uncertainties, therefore, the 
construction project’s parties are becoming aware of the construction process and thus the risks 
within this process are seeking more and more clarification that all is being done to remove 
foreseeable risk and minimize unforeseeable risk. It is also becoming clear that generic approaches 
to the management of risk are maturing and becoming easier to apply. 
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DEFINITION OF RISK AND RISK MANAGEMENT 

Risk can be defined as the possibility of losses, injuries, damages, and/or delays arising during the 
execution of a project which may adversely affect its success. While risk management can be 
defined as a technique that helps to identify the elements that could potentially have a major 
negative impact on a project. Risk management process is a system that enables the management to 
evaluate the level of impact of a risk and then develop a plan or contingency for his eventuality and 
reducing this impact (Simmons,1998). 
 
POTENTIAL AREAS OF  RISK 

When focusing on risk, it has been traditional to focus on the following items: 
 
Cost   

The focusing on cost generally means failure to keep the project within the budget, cost forecast, 
initial estimate, or the original tender. 
 
Time 

The focusing on time means failure to keep the project within its schedule or the time in which the 
project must complete. 
 
Quality 

This generally means a lack of focus on meeting the standards for function, fitness for purpose and 
the environment (Latham,1999). 
Generally, risks encountered throughout a construction project can include: 
1- Failure to complete within the time. 
2- Failure to get the right planning and building regulations approval within the time. 
3- Unforeseen ground conditions. 
4- Exceptionally bad weather delaying a project. 
5- Strike by labor force. 
6- Unexpected price rises for labor and material. 
7- An accident to an operative causing physical injury. 
8- Latent defects through poor workmanship. 
9- The occurrence of fire, flood, earthquake, etc. 
10- Loss and expense claim which caused by late delivery of design by design team. 
11-  Failure to complete project within client’s budget allowance. 
 
THE TYPES OF RISK 
There are risks to all projects and risk management is the process of identifying and containing 
them to ensure a project success. The following are some types of risk that are inherent in most 
construction projects (Bent & Thuman,1990): 
 
Engineering Risk 
The engineer is responsible for any engineering errors and omissions resulted from his negligence 
that can result in costly change orders, damage to equipment, or injury to persons. 
 
Construction Risk 
Almost, the contractor is responsible for many of the risks occurred during the execution of project. 
These risks may effect on the amount of contractor’s profit or may lead to the loss. The contractor’s 
risk can be minimized and that depends directly on the contractor’s perceived abilities to forecast, 
assess, and manage those elements of exposure that are directly under its control. Normally, 
construction cost overruns are attributable to inaccurate estimation of construction requirements. 
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Inaccurate estimates result from inadequate scope of the project. For example, design or 
specifications may be inadequate; or contingency, allowances, engineering changes, inflation, or 
site conditions may not have been adequate foreseen. 
 
Schedule Risk 
Delays in the completion of a project result in increased overhead expenses and a general escalation 
of construction costs. Delays can result from such conditions as poor design or construction 
management, inadequate scheduling estimates, labor strikes or slowdowns, unexpected site 
conditions, delays in delivery of equipment, or defective equipment. 
 
THE FIVE STEPS IN RISK MANAGEMENT PROCESS 

Risk management is the identification, measurement, and treatment of property, liability, and 
personnel risk exposures. The process includes five steps (Williams & Heins,1985): 

1- The risk of project must be identified. Risk identification is the first and perhaps the most 
difficult function that the project management must perform. Risk identification can be defined 
as determining which risks are likely to affect the project and documenting the characteristics of 
each. Failure to identify all the risks of the firm means that the management will have no 
opportunity to deal with these unknown risks intelligently. Identifying project risks should start 
early in the conception phase. The emphasis at that time is on identifying the high risk factors 
that might make the project difficult to execute or destine it to failure. 

2- After risk identification, the next important step is the proper measurement of the losses 
associated with the risk. This measurement includes a determination of the probability or chance 
that the risk will occur, the impact of risk, and the ability to predict the losses that will actually 
occur during the budget period. The measurement process is important because it indicates the 
exposures that are most serious and consequently most in need of urgent attention. 

3- Once the risk had been identified and measured, the various tools of risk management should be 
considered and a decision made with respect to the best combination of tools to be used in 
attacking the problem. These tools include primarily avoiding the risk, reducing the chance that 
the loss will occur or reducing its magnitude if it does occur, transferring the risk to some other 
party, and retaining or bearing the risk. 

4- After deciding among the alternative tools of risk treatment, the project management must 
implement the decisions made. 

5- The results of the decisions made and implemented in the first four steps must be monitored to 
evaluate the wisdom of those decisions and to determine whether changing conditions suggest 
different solutions. 

 

THE RELATIONSHIP BETWEEN RISK AND OTHER TERMS 

The term “Risk” is related to other engineering terms such as reliability and PERT (Project 
Evaluation and Review Technique) as illustrated: 
 
Reliability 

Reliability concerns with what can go right and how to maximize the likelihood that things will go 
right. But the risk concerns with what can go wrong, what happens if some things go wrong, what 
are the risks inherent to a project, and how could the project parties protect themselves from the 
consequences of something going wrong. 
The reliability of an item (or an activity in the project) is the probability that the item will be 
performed successively under specified operational and environmental conditions throughout a 
specified time. The reliability of an item for a project can be calculated from the equation (1) 
(Kales,1998): 
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R(t) = e(-�t)                                                                                                    Eq. (1) 
Where:   R(t) = the reliability at the time  t . 
               � = constant failure rate. 
Where: 

0 ≤ R(t) ≤ 1 
R(t) = 1 implies certainty of success. 
R(t) = 0 implies certainty of failure. 
R(t) + Q(t) = 1, where Q(t) is the unreliability or the risk at the time t; so Q(t) = 1 – R(t). 
 
� can be estimated from test of field data as shown in equation (2):  
� = C / T                                                                                                    Eq. (2) 
Where C is the number of failures during total time T (e.g. number of injuries, number of delays of 
arriving materials, or number of change orders). 
Consider a simple example, a project has a target completion time. The project manager expected 
that delays will occur during the execution. Over 12-weeks period (84 days), 5 delays were 
reported. What is the probability of occurrence the risk of delays for 3-weeks? Hence: 
C = 5 
T = 84*24 = 2016 hours                            t = 3*7*24 = 504 hours 
� = C / T = 5/2016 = 0.00248 per hours 
The project reliability over 3-weeks (504 hours) period: 
R(t) = e(-�t) = e-(0.00248)(504) = 0.287 
Which is the probability that the project will be performed for 3-weeks without delays. Hence, the 
risk of delays for 3-weeks is: 
Q(t) = 1 - R(t) = 1 - 0.287 = 0.713  
 
PERT Method  
The PERT method (Project Evaluation and Review Technique) was devised to take account of the 
difficulty of estimating the duration of activities which can not be established conclusively from 
past experience. It was intended by its originators to account for risk and uncertainty in project 
scheduling. It is a way to warn managers of the need to compensate for the consequence of a risk on 
project duration. 
The PERT method incorporates risk into project schedules by using three estimates for each project 
activity (a, m, and b) which enter in equation (3) to account the average time (te) as shown 
(Pilcher,1976): 
te = (a + 4m + b) / 6                                                                                     Eq. (3) 
Where:   
te = the average time or the mean of the Beta distribution. Wherever, the originator of PERT method 
assumed that the plots of duration of the activities almost fitted a Beta distribution curve.        
m = the most likely duration of the activity. 
a = the optimistic time that is the shortest time which could be anticipated for the activity. 
b = the pessimistic estimate of the time, that is, the duration of the activity assuming that everything 
goes at its worst 
.
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                                             a                           m                                             b  
                                  Optimistic finish       Most likely finish           pessimistic finish  
 

Fig. (1), An Activity Times in PERT Related to the Beta Distribution. 
 
Greater risk in an activity is reflected by a greater spread between m and b, as shown in Fig. (1). 
For an activity with no perceived risk, a, m, and b would be identical. If, however, hazards are 
identified, the way to account for them is to raise the values of b and m. In general, the greater the 
perceived consequence of risk hazards on time, the further b is from m. Thus, for a particular 
activity with given optimistic and most likely values (a and m), using a large value of b to account 
for greater risk will result in a large value of te , which logically would allow more time to complete 
the activity and compensate for things that might go wrong (risks). In addition, however, the larger 
value of b also results in a larger time variance for the activity because variance is: 
 V =  (b – a) / 6                                                                                               Eq. (4) 
  
This larger V will result in a larger variance for the project completion time, which would spur the 
cautious project manager to add a time buffer to the project schedule (Nicholas,2001). 

Consider a simple example, an activity within a project has a target completion time of (8 months). 
Suppose the activity has little risk and the values of (a, m, and b) are estimated as                                       
(5, 6, and 7 months), respectively. From equation (3) and (4), the values of te and V are thus (6 
months) and (0.33 months). Using a normal approximation values for project duration, we can 
compute the probability of completing the project in (8 months), thus: 

 Z = (D – te) / √ V                                                                                                  Eq. (5) 

Z = (8 – 6) / √ 0.33 = 3.46 
Where: 
Z= a normal approximation value for calculating the probability. 
D= the target completion time. 
     From the table of normal distribution, this Z-value yields a probability of over 99 percent. 
Assuming management trusts the time estimates, they would likely proceed with the project without 
worry. 
Now, take the same one-activity project and suppose a major risk is identified that would increase 
the estimate of the pessimistic value from 7 to 12 months. In that case, te and V would be (6.83 
months) and (1.167 months), and Z would be: 

Z = (8 – 6.83) / √ 1.167 = 1.08 

P
ro

b
a
b
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it

y
�

Activity duration�

Beta distribution�
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and from the table, this Z-value yields a probability of about 86 percent. Given the lower probability 
of meeting the (8 months) target time, management might add a time buffer to the schedule                   
(extend the target time), or take action to reduce the risk (which would allow a lower value for b). 
In short, assuming that the estimates for a, m, and b are credible, the PERT method provides a way 
for measuring the consequence of risk on project completion times.   
 

RISK RESPONSE PLANNING 

Risk response planning addresses the matter of how to deal with risk. In general, the ways of 
dealing with an identified risk include transferring the risk, altering plans or procedures to avoid or 
reduce the risk, preparing contingency plans, or accepting the risk. 
 
Transferring the Risk 
Risk can be transferred partly or fully from the owner to the contractor, or vice versa, using 
contractual incentives, warranties, or penalties attached to project performance, cost, or schedule 
measures. The contractor and the owner may decide to split the risk through a contractual 
agreement in which each manages the risks they can handle best. Different types of contracts split 
the risks in different ways. For example, in fixed price contract (e.g. lump sum contract), the 
contractor assumes almost all of the risk for cost overruns, while in cost plus fixed fee, the owner 
assumes almost all of the risk. 
Of course it is impossible to entirely transfer the risk to one party or another. Even with a fixed 
price contract, where the contractor takes all the risk, the owner still incur damages or hardship 
should the project exceed the target schedule or the contractor declare bankruptcy. The project still 
must be completed and someone has to pay for it. Coming along with the transfer of risk usually is 
a transfer of authority, so that an owner agreeing to a cost plus fixed fee contract also will almost 
certainly argue for a large measure of management oversight on the project (Nicholas,2001).        
 

Avoiding the Risk 

Risk can be avoided by eliminating risky activities, minimizing the complexities, changing 
contractors, incorporating redundancy and safety procedures, and so on. Even though many risk 
factors can be avoided, not all can be eliminated, especially in large or complex projects. 
Attempting to eliminate risk usually entail adding innumerable management controls and 
monitoring systems that increase system complexity and introduce new sources of risk. Research 
projects and innovative, new product development projects are inherently risky, but they offer 
potential for huge benefits later on. Because the potential benefits of such a project is proportionate 
to the size of the risk, it is better to reduce risk to an acceptable level rather than completely avoid 
risk.       
 

Reducing the Risk 
Key elements, which can reduce the risks, include (Office of Financial Management,1998): 
1- Early establishment of project definition. 
2- Clear and coordinated project responsibilities. 
3- Adequate construction administration services are included in the contract with consultants. 
4- The necessity of experience of project staff. 
5- Project scope, schedule, and budget are balanced and determined at outset and reviewed 

regularly during the project. 
6- Differences and disputes are resolved immediately. 
7- A systematic and thorough review of construction documents is performed before bidding the 

project. 
Risks can be reduced through many ways associated with technical performance, meeting 
schedules, and meeting project cost target as illustrated (Nicholas,2001): 
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� The ways of reducing risk associated with technical performance are:  
1- Employ the best technical team. 
2- Base decisions on models and simulations of key technical parameters. 
3- Use mature, computer-aided system engineering tools. 
4- The technical team need incentives for encouraging the success of work . 
5- Hire outside specialists for critical review and assessment of work. 
6- Perform extensive tests and evaluations. 
7- Minimize system complexity. 
� The ways of reducing risk associated with meeting schedules are: 
1- Create a master project schedule and strive to adhere to it. 
2- Schedule the most risky tasks as early as possible to allow time for failure recovery. 
3- Maintain close focus on critical and near-critical activities. 
4- Put the best workers on time-critical tasks. 
5- Provide incentives for overtime work. 
6- Organize the project early and be careful to adequately staff it.   
� The ways of reducing risk associated with meeting project cost targets are: 
1- Identify and monitor the key cost drivers. 
2- Use low-cost design alternative reviews and assessments. 
3- Verify system design and performance through modeling and assessment. 
4- Maximize usage of proven technology. 
 
Contingency Planning 
Contingency is the amount of money (or time) that should be added to the base estimate in order to 
predict the total installed cost and the accurate completion time for the project. Contingency may 
also be interpreted as the amount of money that must be added to the base estimate to account for 
work that is difficult or impossible to identify at the time a base estimate is being prepared. 
Sometimes, contingency is intended to cover known unknowns. That is, the estimator knows there 
are additional costs, but the precise amount is unknown (Oberlender,2000). 
So, contingency is a necessary component of an estimate. Engineering and construction are risk 
endeavors with many uncertainties, particularly in the early stages of project development. 
Contingency is assigned based on uncertainty and may be assigned for many uncertainties, such as 
pricing ¸ escalation, schedule, omission, and errors. 
 
Traditional Methods of Assigning Contingency 

There are many methods of assigning contingency, and the estimator must select the method 
considered most appropriate for each project, based on information provided by the project 
management team. 
1- Percentage of Base Estimate: 
Contingency may be assigned based on personal experience. A percentage is applied to the base 
estimate to derive the total contingency. Although this is a simple method, the success depends on 
extensive experience of the estimator and historical cost information from similar projects.     
Contingency may be determined as a percentage of major cost items rather than as a percentage of 
the total base estimate.  This method typically relies on the personal experience and judgement of 
the estimator, but the percentage can also be from established standard percentage based on 
historical data. This method has the advantage of considering risk and uncertainty at a lower level 
than that used when contingency is based on a percentage of the total base estimate 
(Oberlender,2000).   
Generally, many companies use this method to assign contingency needed to be added to the base 
estimate. Since, after the estimator estimates the costs of items of a project such as civil works, 
electrical works, mechanical works, etc., he adds contingency as a percentage of each major cost 
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item about depending on the type of item and the personal experience of estimator. Therefore, the 
personal experience and judgement of the estimators and engineers should not be overlooked in the 
process of assigning contingency. Even the most advanced computers are not substituting for the 
knowledge and experience of the human mind. Estimators with many years of experience with a 
particular type of facility can often be quite accurate in assigning contingency based on how they 
feel about the level of uncertainty and risk associated with a project, the cost data used in preparing 
the estimate, and the thoroughness of the effort in preparing the base estimate. 
2- Expected Net Risk:  
The estimator may determine contingency based on expected maximum risk and likelihood. The 
expected value for risk is a function of the risk impact (or outcome) and likelihood of occurrence as 
shown below: 

Expected value = � [(outcome) × (likelihood)] 
This method is used if the project was repeated many times. The risk consequence on project 
duration is called the risk time, RT. It is the expected value of the estimated time required for risk 
correction, computed as (Nicholas,2001): 
 

RT = (corrective time) × (likelihood)                                                                Eq. (6) 
The risk consequence on project cost is called the risk cost, RC. It is the expected value of the 
estimated cost required for risk correction, computed as: 
 

RC = (corrective cost) × (likelihood)                                                                   Eq.(7) 
 
For example, suppose the base time estimate (BTE) for project completion is (26 weeks) and the 
base cost estimate (BCE) is ($71,000). Assume that the risk likelihood for the project as a whole is 
(0.3), and should the risk materialize, it would delay the project by (5 weeks) and increase the cost 
by ($10,000). Hence, 

RT = (5) × (0.3) = 1.5 weeks 

RC = ($10,000) × (0.3) = $3000 
These RT and RC would be included as contingency or buffer amounts in the project schedule and 
budget to account for risk and must be added to the base estimate to result the final estimate. The 
final estimate for time and cost is computed as: 
ET = BTE + RT = 26 + 1.5 = 27.5 weeks 
EC = BCE + RC = $71,000 + $3000 = $74,000 
Where ET and EC are the expected project completion time and cost respectively. 
The above way is used for risk factors that affect the project as a whole. Another way to determine 
the expected net risk value is to estimate the risk likelihood and corrective time (and cost) for each 
element of the project. For example, a project has eight work packages, and for each the base cost 
estimate (BCE), risk likelihood, and corrective cost have been estimated. The Table (1) lists the 
information for each work package and gives EC, where EC is computed as: 
EC = BCE + [(corrective cost) × (likelihood)]                                                       Eq. (8) 
For the same eight work package project, assume the base time estimated (BTE), risk likelihood, 
and corrective time have been estimated for each work package. The Table (2) lists the information 
for each work package and gives ET, where ET is computed as: 
 
ET = BTE + [(corrective time) × (likelihood)]                                                     Eq. (9) 
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Table (1), Expected Net Risk Analysis for Cost. 
 

Element BCE 
 

Corrective cost Likelihood Expected net 
risk 

EC 
 

A 
B 
C 
D 
E 
F 
G 
H 

$10,000 
$8000 

$16,000 
$10,000 
$8000 
$9000 
$5000 
$5000 

$2,000 
$1,000 
$4,000 
$6,000 
$2,000 
$2,000 
$1,000 
$1,500 

0.2 
0.3 
0.1 
0.2 
0.3 
0.1 
0.3 
0.3 

$400 
$300 
$400 

$1,200 
$600 
$200 
$300 
$450 

$10,400 
$8,300 

$16,400 
$11,200 
$8,600 
$9,200 
$5,300 
$5,450 

Total $71,000   $3,850 $74,850 

 
Table (2), Expected Net Risk Analysis for Time. 

 

Element BTE (week) Corrective time 
(week) 

Likelihood Expected net 
risk 

ET 

A 
B 
C 
D 
E 
F 
G 
H 

6 
4 
6 

10 
2 
8 
1 
1 

1 
1 
2 
3 
1 
1 
1 
1 

0.2 
0.3 
0.1 
0.2 
0.3 
0.1 
0.3 
0.3 

0.2 week 
0.3 
0.2 
0.6 
0.3 
0.1 
0.3 
0.3 

6.2 
4.3 
6.2 

10.6 
2.3 
8.1 
1.3 
1.3 

 
Suppose the Fig. (2) represents the network for the project of the above example. In this example, 
without considering the risk time, the critical path would be [A-B-D-E-G-H], which gives a project 
BTE of (24 weeks). Accounting for risk consequences, the critical path does not change but the 
duration is increased to (26 weeks). This is the project ET. Although activities on critical and near 
critical paths should be monitored carefully, in general, any activity that poses a high risk 
consequence (high likelihood and/or high impact) should also be monitored carefully, even if not on 
critical path. 
 
                                                                          D                
                                                                                                                                      10.5 10.6                 21.1      E 

                                                                      B  4.3                             2.3                G            H 

                                           A                                                                                               23.4   1.3         24.71.3         26                                      

                                          0  6.2           6.2 

                                                                                 C                         F 

                                                                              6.2                           8.1 

 
 

Fig. (2), Project Network, Accounting for Risk Time. 
 

Accept Risk (Do Nothing) 
Not all impacts are severe or fatal, and if the cost of avoiding, reducing, or transferring the risk 
exceeds the benefit, then “do nothing” might be advisable. Of course, this response would not be 
chosen for risks where the impacts or consequences are potentially severe. 
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RIGHTS AND RESPONSIBILITIES OF PROJECT PARTIES 
The contract includes many rights and responsibilities for the project’s parties, especially those for 
the owner and the contractor, and there are many conditions that effect on those parties and may 
lead to disputes or differences between them. Therefore, it must identify the rights and the 
responsibilities for each party and who must bear the risks that occur during the execution of 
contract. 
 

Rights and Responsibilities of Owner 
The owner, as a contracting party, has several rights especially reserved for him. Depending on the 
type of contract and its specific wording, he may be authorized to award other contracts in 
connection with the work, to require contract bonds from the contractor, to approve the surety 
proposed, to retain a specified portion of the contractor periodic payments, to make changes in the 
work, to carry out portions of the work himself in case of contractor default or neglect, to withhold 
payments to the contractor for adequate reason, and to terminate the contract for cause. The right of 
the owner to inspect the work as it proceeds, to direct the contractor to expedite the work, to use 
completed portions of the project before contract termination, and to make payment deductions for 
uncompleted or default work are common construction contract provisions (Clough,1975). 
By the same token, the contract between owner and contractor imposes certain responsibilities on 
the owner. For example, construction contracts make the owner responsible for furnishing or 
arranging financing, providing site and access, acquiring permits and licenses, contracts for all 
necessary services, and making periodic payments to the contractor. The owner must assume all 
risks that have not been assigned to or assumed by others. He is required to make extra payment and 
grant extensions of time in the event of certain risks provided for in the contract. When there are 
two or more prime contractors on a project, the owner has a duty to coordinate them and 
synchronize their field operations. 
Generally, the owner is responsible for the following exceptional risks (Ministry of Planning,1988): 
1- War (whether war be declared or not), invasion, act of foreign enemies, or civil war.  
2- Riot, commotion, or disorder by persons other than the contractor’s personnel and other 

employees of the contractor and subcontractors. 
3- Ionizing radiation or contamination by radio-activity, except as may be attributable to the 

contractor’s use of such radiation or radio-activity.  
4- Use or occupation by the owner of any part of the permanent works, except as may be 

specified in the contract. 
5- Design of any part of the works by the owner’s personnel or by others for whom the owner 

is responsible. 
6- Any operation of the forces of nature which is unforeseeable and against which an 

experienced contractor could not reasonably have been expected to take precautions. 
The owner must protect himself from exposure to risks. One key in the protection of owner from 
risk is the type of contract. The owner must select the appropriate type of contract depending on the 
circumstances that prevail. For example, the “lump-sum” contract affords the owner some 
protection against cost overruns by placing responsibility for construction on the contractor. While, 
the “cost-plus” contract may expose the owner to the risk of increasing prices of materials and 
labors.  
  

Rights and Responsibilities of Contractor 
The contractor has few rights and many obligations under the contract. His major responsibility, of 
course, is to construct the project in conformance with the contract documents. Although some 
casualties and risks are considered as justification for allowing him more construction time, only 
severe contingencies such as impossibility of performance can serve to relieve him from his 
obligations under the contract. 
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The contractor is expected to give his personal attention to the conduct of the work, and either he or 
his representative must be on the job site at all times during working hours. The contractor is 
required to conform with laws and ordinances concerning job safety, licensing, sanitation, and other 
aspects of the work. The contractor is also responsible for and warrants all materials and 
workmanship whether put into place by his own forces or those of his subcontractors. Contracts 
typically provide that the contractor shall be responsible for the work until its final acceptance 

(Clough,1975). 
The expertise of contractor may play an important role in protecting him from the risks that may 
occur during the execution of the project. The contractor must be able to predict the risk, assess it, 
and add the contingency amount for his bid to cover this risk. For risks that are within the 
contractor’s control, contingency amount will be at a minimum. For risks that are beyond the 
contractor’s control, contingency amount will be at a maximum. The owner pays for the risk 
whether it occurs or not. If the risks do not occur, the contractor realizes more profit. In the reality 
of the marketplace, however, a contractor who prices each and every risk into a bid will not win the 
job. Since, other contractors may be willing to accept some risks in order to secure the work. 
The most important contractor rights concern progress payments, termination of the contract for 
cause, right to extra payment and extensions of time for reason, and appeals from decisions of the 
owner or the architect engineer. 
 

Duties of Architect-Engineer (The Designer) 
The architect-engineer provides preliminary engineering and detailed design, specifies and may 
procure engineering items, and may provide construction management services. The architect-
engineer is not a party to the construction contract, and no contractual relationship exists between 
him and the contractor. He is a third party who derives his authority and responsibility under the 
contract from the owner. However, the jurisdiction of the architect-engineer to make determinations 
and render decisions is limited to and circumscribed by the terms of the construction contract. The 
architect-engineer represents the owner in the administration of the contract and acts for him during 
day-to-day construction operations. The architect-engineer advises and consults with the owner, and 
communications between owner and contractor are made through the architect-engineer. 
The architect-engineer’s risks are usually mistakes “errors and omissions”. These can lead to costly 
change order, damage to equipment, or injury to persons. For example, the engineer’s fees will 
usually not exceed (5 – 8)% of the total project cost, while the damages resulting from an 
engineering errors may exceed the total project cost. Mistakes can occur even though the engineer is 
not negligent. This has been the owner’s risk because the engineer is obligated only to perform with 
ordinary engineering skill and diligence. Therefore, the owner should determine whether the 
engineer would be willing to guarantee the work. If so, the remedy to the owner is clear. In most 
cases, however, engineers will limit responsibility reperforming the defective engineering only. 
They will not assume liability for any resulting loss or damage (Bent & Thuman,1990).                
 

CONTRACTUAL RISK  
The construction industry is notoriously risky. Much of the preparatory paperwork that precedes 
construction projects can be viewed as the formulation of risk allocation between the owner, the 
contractor, and the designer.  
The owner is taking the risk that his project will not get built on schedule, that it will not get built 
for what he has budgeted, and that it will not be of the quality he expected. The owner naturally 
seeks to insure that these three factors will be satisfied, and he often thinks he can accomplish this 
through the contract language. In the investment projects, the owner is also taking the risk that his 
project will not give the appropriate returns according the preliminary studies. In some cases, the 
owner has other risks beyond these, for example, building a nuclear power plant or some other 
project subject to public protest or environmental and regulatory delays. Typically, however, an 
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owner will seek to control whatever risks he can through his contract documents. On other hand, the 
contractor faces a multitude of risks. Among them are inflation, bad weather, strikes and other labor 
problems, shortage of materials, accidents, and unforeseen conditions at the construction site. 
Ultimately, the contractor faces the possibility of losing a great deal of money or of being forced out 
of the business. Naturally, he too would like the contract wording to be protective of his interests. 
Many owners still view the obligatory contract as consummate protection. In reality, such contracts 
often turn out to be bad business, for the following reasons (Rubin, Guy, Maevis, and 
Fairweather,1983): 
1- Obligatory contracts discourage responsible bidders. The only way a responsible contractor can 

protect himself from a high risk situation is to include a high contingency in his bid. If the risk 
and the contingency are sufficiently high, his bid will not be competitive, and probably not 
within the owner’s budget. 

2- Ambiguous language or exculpatory clauses through which the owner hopes to escape 
responsibility almost result in conflict. When the conflict escalates to the courtroom, judges 
almost rule against the party who drew up the ambiguous contract (the owner). 

3- Such contracts attract those bidders willing to take any kind of chance or those who expect from 
the outset to make up their money via claims.    

 

CONTRACTUAL ALLOCATION OF RISK FOR PROJECT’S PARTIES  
Owners use contract language to assign some or all of the risks to the contractor. But, 
fundamentally, regardless of the contract language, contractors can not and do not assume the risk 
for some conditions, and continue to expect owners to share the risk. Contractors do not accept the 
idea that the responsibility for some risks belongs to them or can be assigned to them (Halligan, 
Hester, and Thomas,1987). 
There is no fixed rule to help answer the question that who should bear what risks, but the chart in 
Table (3) suggests a starting position for determining who should bear what risks. In this chart, the 
types of risks and allocation of those risks for each party are showed (Fisk,1988). 
Risk allocation form, as shown in table 3, is not a standard state for all types of contracts, however, 
some risks can be transferred from one party to another according the type of contract. For example, 
the design-built contract may transfer the engineering risks (errors and omissions, conflicts in 
documents, defective design and drawings) from the owner to the contractor. While, cost plus 
contract may expose the owner to the risk of increasing prices of material and labor.    

Table (3), Construction Risk Allocation to Participants 
Type of risk                      contractor                          owner                    engineer                     

Site access                                                                    *   
Subsurface conditions                                                    *                                                                                                        
Quantity variations                  *                                     *                                                                   
Weather                                   *                                                                                                   
Acts of God                                                                    * 

Financial failure                      *                                     *                              * 
Subcontractor failure              * 
Accidents at site                      * 
Defective work                        * 
Management incompetence     *                                     *                             *  

Inflation                                   *                                     *                                                            
Materials and equipment         * 
Labor problems                       * 
Owner-furnished equipment                                           * 
Delays in the work                  *                                      *                            *                                  

Environmental controls                                                   * 
Regulations                                                                      * 
Safety at site                            * 
Public disorder                                                                 * 

Errors and omissions                                                                                     * 
Conflicts in documents                                                                                  * 
Drawings                                                                                                        * 
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Site access is obviously an early risk and one that the owner should retain. 
Subsurface conditions of soils, geology, or ground water can be transferred to the contractor, who is 
in a better position to assess the impact of these conditions on the project cost and time. However, 
as an essential party of the transfer process, the owner has the responsibility to undertake pre-
contract exploration measures and the designer has the responsibility to design for the conditions 
expected. The extent that this is not feasible should determine the degree to which the owner retains 
a portion of the risk under an “unforeseen conditions” clause. 
Weather, except for extremely abnormal conditions, is a risk for the contractor to assume, as its 
impact on construction methods can be better assessed by the contractor. 
Acts of God, such as flood or earthquake are owner’s risks. 
Quantity variations are another form of risk frequently encountered. Within reasonable tolerances, 
quantities of work can be reasonably estimated and any variances assumed by the contractor for all 
quantities in excess of, for example, 15 to 25 percent. Where quantities are dependent upon 
subsurface or other less known conditions, significant variations should be shared only to the extent 
that exploratory information is available. Quantity changes triggered by late changes in the owner’s 
requirements, should be at the owner’s risk. 
Defective design is a risk usually associated with the engineer. The tremendous expansion of 
construction has placed great burdens upon the design professions. Maintaining performance 
standards in the face of this is quite difficult, and occasionally, design and specification defects 
occur that create construction problems. Unfortunately, it is usually the owner and the contractor 
who suffer the consequences of such failures instead of the engineer who creates the problem in the 
first face. Design failures are becoming more and more apparent, and the engineer should bear the 
true cost of such failures. 
Subcontractor failure is a risk that is properly assumed by the contractor except where it arises from 
one of the other listed risks attributable to the owner or the engineer. The general contractors are in 
the best position to assess the capacity of their subcontractors. 
Defective work of construction, to the extent that the problem is not caused by a design defect, 
should be the contractor’s risk. 
Accident exposures are inherent to the nature of the work and are best assessed by the contractors. 
Furthermore, the contractors have the most control over site conditions that can increase or decrease 
accident exposure. 
Management incompetence is a risk that must be shared by each party. It is an ongoing challenge 
for each organization to assign personnel according to their respective competence levels. 
Financial failure is a risk not frequently mentioned, and can happen to any of the parties to a 
contract. Although infrequent, the order of magnitude of such failure should be considered. It is a 
shared risk, as the parties need to look at the financial resources of themselves. 
Inflation is one of the world’s realities. Every owner is conscious of its impact on the viability of 
the project. It is important that the owner retain the true cost. The government experts in finance 
have so far been unable to predict where the country will be a few years from now, so it is unfair to 
expect the contractor to do better than the so-called government experts.  
Labor, materials, and equipment involve considerable risks. The availability and productivity of 
these resources necessary to construct the project are risks that it is proper for the contractor to 
assume. The expertise of the contractor should follow the assessment of cost and time required to 
obtain and apply these resources. This is the basic service that the owner is paying for. 
Delays in the work are common risk in most of the construction projects, and can happen by any of 
the parties to a contract. 
Environmental risks rightfully belong to the owner alone and should be retained by the owner 
except to the extent that they are influenced by construction methods determined by the contractor, 
or created by suppliers controlled by the contractor. 
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Regulations by government in the social area, such as safety and economic opportunity are the rules 
under which the contractor rightfully must operate. 
Public disorder and war are political catastrophes of such impact that their risk is best retained by 
the owner, lest it becomes necessary to pay an unusually high price for transferring the risk to 
another party.  
 

CONCLUSIONS 

There are group of conclusions can be summarized by the following points: 
1- The experience of project team may play an important role in reducing the risks. Since from 

their experience, they could anticipate the risks of a project and know the procedures required to 
reduce the negative impacts of these risks. 

2- The accuracy of bid price depends on the acquaintance level of owner (or contractor) for 
anticipation, assessment, and management of risks that may lead to excess in the project cost; 
and then included the costs of these risks in the bid. 

3- Some of owners attempt to transfer the risks to the contractor by adopting a specific contractual 
form. This manner sometimes decreases from the owner cost because of decreasing his risks. On 
other hand, it is impossible to entirely transfer the risks to the contractor. Even when the 
contractor takes all the risks, the owner still incur damages or hardship should the project 
exceed the target schedule or the contractor declare bankruptcy. Also, the contractor may put a 
high price for his bid to cover the risks. 

4- The owner, who selects the appropriate type of contract according to the prevail conditions, may 
gain some of protection against the risks that may occur. For example, the “lump-sum” contract 
affords the owner some protection against cost overruns by placing the responsibility of 
construction on the contractor. While, the “cost-plus” contract may expose the owner to the risk 
of increasing prices of material and labor. 

5- Some of owners attempt to use an ambiguous contract language to protect themselves from the 
risks. This manner is not correct and may cause problems and differences between the parties. 

6- The contractor, who prices each risk in his bid, will not win in the bidding because of existence 
other contractors welling to bear some of risks in order to win in the bidding. 

7- The risk and the responsibility on it can be identified in the contract clauses, and this manner 
can avoid the parties any disputes or differences between them as that risk occurs in the future. 

8- The owner must bear any engineering risk resulted from errors, omissions, or changes in design, 
plans, or specification; especially when is responsible on furnishing these documents. On other 
hand, the contractor is responsible on the engineering risks resulted from his errors and 
omission during the execution. 
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ABSTRACT 

This study included three trials that were made during December 2003 by using lime, of 98% w/w 

calcium hydroxide to find the relation between lime doses to be added and the hardness removed 

.The trials were performed by adding various doses of lime and measuring the hardness, electrical 

conductivity and pH in water produce by three plants, Nissan in the north of Baghdad, Al-Karama 

and Al-Wathba water treatment plant in Baghdad center. The objective of this study is to find the 

optimum lime dose that gives the minimum hardness content. 

The results indicate a non linear relation between lime dose added and the hardness removed .  

The results represented a 36% removal in hardness when using an optimum dose of lime 200 ppm 

in Nissan water treatment plant, while a percentage removal of 34% was obtained in both Al-

Karama and Wathba water treatment plants with 300 ppm dose of lime. 

The low percentage removal indicates the presence of non-carbonate hardness  which could not be 

removed by lime alone. 
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Lime ,hardness, water treatment plant 

 

INTRODUCTION  

The publics now demand that the water works operator does more than furnish water which is clear 

and free of disease-causing organisms. They desire water that is soft, free of taste and odor, and 

doesn’t discolor plumbing fixtures or corrodes metals. Industry also require water that will not 

interfere with its processes (Steel, 1984). Most natural waters have dissolved matters in them. that 

may cause such properties 

With today’s awareness of the many unwanted substances in various water supplies, specialized 

devices are being marketed to treat small quantities of water just before drinking or for cooking 

purposes. This awareness has been heightened by the wide media coverage given to chemical spills, 

toxic waste dumps, and the under-treatment of community waters and improper sewage disposal. 

All of which seem to cause short or long term effects on potable water sources. Together, these 

factors tend to create doubts to the quality of water we consume. Bottled water, sold in supermarket 

as well as home delivery, has met a good deal of need for safer drinking water when doubts persist 

in mind of the homemaker as to the local water quality. This product is also used for aesthetic 

quality reasons or to satisfy dietetic needs. (Water facts, 2000) 

 

WATER HARDNESS 

Hardness of water is the measure of water capacity to precipitate soaps. Hardness minerals are 

calcium and magnesium in parts per million. Water hardness may be either carbonate or non 

carbonate .The carbonate hardness caused by the bicarbonate of calcium and magnesium while non 

carbonate hardness caused by the sulfate and chlorides of calcium and magnesium. W.H.O, 1984  

classified drinking water according to its hardness as in Table(1) 

 

Table (1) 

Classification of drinking water according to its hardness 

 

SOFTENING METHODS: 

One of the main problems in water is the increase in amount of hardness that should be decreased to 

the desirable concentration There are many methods used in softening of drinking water such as 

Reveres Osmoses, Ion Exchange, Chemical Precipitation and others. 

The Chemical Precipitation which is most suitable in Iraq because of the availability of lime locally 

produced and its low cost. 

That precipitate most commonly used in water treatment are those calcium carbonate and metallic 

hydroxides. Such as lime. 

 

Chemical precipitation-lime softening 

The aim of this process is to remove the carbonate hardness (temporary hardness) attributed to 

calcium and magnesium. The non-carbonate hardness (permanent hardness) is not affected. 

 The assessment of lime softening equipment should be primarily based on its ability to produce a 

homogenous mixture of raw water reagent and CaCO3 nuclei, in a reaction zone of a suitable size. 

In order to increase the settling velocity, an organic flocculants may be injected following the 

Hardness in ppm Description of water 

0-60 Soft water 

60-120 Medium hard water 

120-160 Hard water 

>160 Very hard water 
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growing phase of the crystals. When the aim is to obtain particularly clear carbonate-free water, 

lime softening should always be followed by filtration. (Degremont, 1991). 

 

Basic Reactions 

The chemical reactions for lime softening are as follows: - 
 

Ca(OH)2+Ca(HCO3)2                              2CaCO3   +2H2O 

 

Ca(OH)2+Mg(HCO3)2                             CaCO3   +MgCO3+2H2O 

 

As magnesium carbonate is relatively soluble (solubility about 70mg/l), an excess of lime will bring 

about the following reaction: - 

 

Ca(OH)2+MgCO3                                 CaCO3   +Mg (OH)2                   (3)�

 

PROPERTIES OF LIME 

A very fine powder, which is usually white. The form used is hydrated lime, which varies from 

source to source. For example (limbux) lime from UK has 98%w/w calcium hydroxide, and Iraqi 

lime from Kerbala has been analyzed as having about 95%w/w 

Initially the lime will be delivered in bags stacked on pallets, provision has been made for possible 

future bulk delivery by special rod vehicles which can be pneumatically discharged direct into lime 

silos also in (big bags) of one ton capacity. 

Being a caustic alkali, lime requires careful handling but is not corrosive to iron, steel, most metals 

or general construction materials. The dust will however roughen glass over a period of time. 

Storage areas must be kept dry and free from draught and if the lime is not contaminated or caked, 

any recently damaged or split bags must be used immediately. 

Long exposure to the atmosphere may cause carbonated lime that should be rejected 

Stocks should be used in rotation and care must be taken to keep them separated from other 

chemicals. 

Careful handling is required to minimize dust formation at all dry lime handling stages and the dust 

extractors provided at key points must be used and be properly maintained. 

Hydrated lime doesn’t produce heat on mixing with water or when subsequently diluted. However, 

as its solubility is very low, the slurry, must be continually agitated otherwise it will settle. The 

mixing tanks must have stirrers, which run continuously while containing lime slurry. 

When lime is first mixed with hard water, local softening occurs with a precipitation of calcium 

carbonate and magnesium hydroxide. This reaction initially takes place in the slurry mixing tanks 

and later in mixers where further water is added. 

Beyond the need to clean out the mixing tanks and mixers, from time to time, no operational 

problems are expected from such reactions. (Operation Instruction, 1986) 

 

EXPERIMENTAL WORK AND DISCUSSION  

Three trials were made during Dec. 2003 by using lime, of 98%w/w calcium hydroxide to find the 

relation between the doses added and hardness removal in three plants, Nissan WTP, Al-Karama 

WTP and Wathba WTP as discussed below: - 

 

Calculation of Lime Required for Optimum Precipitation 

Notation:- 

CaH:- Calcium hardness in French degrees representing the total calcium salts content. 

MgH:- Magnesium hardness in French degrees representing the total magnesium salts content. 

Malk:-  Alkalinity Measurement due to adding Methyl Orange   

C:- Free CO2 content in French degrees is calculated as: - 

(1) 

 

(2)�
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Amount of lime: - 

The theoretical amount of lime required for optimum precipitation of calcium carbonate alone is: - 

Ca(OH)2= 7.4(Malk + C) g/m
3                               

(5)  

 

To precipitate calcium carbonate and magnesium oxide simultaneously: - 

 

Ca (OH)2 = 7.4(2Malk – CaH + C) g/m
3 

 

ml of titration * N * 44000 
CO2 (mg/l) = 

ml of sample 

 

First Trial  

In Nissan WTP which is in the north of Baghdad its intake is an upstream disposal area of many 

industries on the Tigris River, this region is considered a good quality source. 

CO2 =34.32 mg/l  from the experimental work.  

C= 7.8 mg/l   from equation 4.  

Malk = 13.6 F.D.  from the experimental work. 

CaH =8.3 F.D  from the experimental work. 

The amount of lime required to precipitate calcium carbonate and magnesium oxide simultaneously 

is 197.58mg/l
 
≅

 
200 mg/l from equation 6.  

The results of this  trial was as follows:- 

 

Table (2) 

The Result of the First Trial of Lime Softening� 

Ec		PH % removal Ha removal(ppm)		Ha(ppm)		Lime dose(ppm) 

960		7.75		0 0		352 0 

920 8.5 3 11		341 50 

800 9 7 24 328 100 

756 9.1 23 82 270 150 

659 10.25 36 126 226 200 

700 10.5 30 107 245 250 

727 10.6 22 76 276 300 

776 10.7 21 73 279 350 

796 10.75 20 72 280 400 

799 11 19 67 285 450 

801 11.2		16 56 296 500 

 

Second Trial  

In Al-Karama WTP at Baghdad center on Al-Karkh side which is the region of poor water quality 

because of the disposal of industrial effluents. 

CO2 =98 mg/l   from the experimental work.  

C= 22.27 mg/l  from equation 4. 

Malk=15.7 F.D.  from the experimental work.  

CaH =13.3 F.D.   from the experimental work.  

The lime dose =298.7mg/l ≅ 300 mg/l for optimum precipitation from equation 6. 

The results of the second trial were as follows:- 

Free CO2 (mg/l) 
C= 

4.4 
         (4)�

(6) 

 

(7)�
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Table (3) 

The Result of the Second Trial of Lime Softening 

Ec��PH 	 removal 
Ha removal 

(ppm)��
Ha(ppm)��Lime(ppm) 

1089 7.8 0 0 507 0 

1084 7.83 2 10 497 50 

1080 7.85 11 54 453 100 

1077 7.88 14 70 437 150 

1036 7.9 20 103 404 200 

1010 8.2 28 142 365 250 

1022 9.3 34 173 334 300 

1050 9.5 30 150 357 350 

1075 9.8 24 123 384 400 

1090 9.85 23 117 390 450 

1122 9.9 22 111 396 500 

 

Third Trial  

In Al-Wathba WTP at Baghdad center on Al-Rasafa side about 3.0 km south Al-Karama WTP with 

water of poor quality also. 

CO2 =64 mg/l 

C= 14.5 mg/l 

Malk=16.1 F.D. 

CaH=12.4 F.D. 

The lime dose=254.1mg/l ≅ 300 mg/l   for optimum precipitation. 

The results of the third trial was as follows:- 

 

Table (4) 

The Result of the Third Trial of Lime Softening 

Ec��PH 	 removal 
Ha removal 

(ppm)��
Ha(ppm)��Lime(ppm) 

1250 7.2 0 0 488 0 

1240 7.5 5 23 465 50 

1200 7.8 10 48 440 100 

1170 8 13 63 425 150 

1100 8.58 18 88 400 200 

1095 9.7 28 138 350 250 

1190 9.8 34 166 322 300 

1160 10 27 130 358 350 

1200 10.35 18 88 400 400 

1280 10.5 17 81 407 450 

1310 10.65 16 76 412 500 

 

From Tables (2),(3) and (4) the hardness values began with high value and decreased on adding 

lime ,reaching the minimum value at the optimum dose, the pH value increased as  the lime dose 

increased. 

The removal of hardness began with low values then increased to a maximum value at the optimum 

dose of lime then decreased when lime dose increased as shown in Fig. (1-a), (1-b) and (1-c). 

The regression equations of the relation between lime dose and hardness removal was to be  of a 

non-linear form as follows:- 

The best regression was: 
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Y=ax
b
 exp (cx)                          ( 8) 

 

1- In Nissan WTP:- 

 

Y=2.31 * 10
-4

 x
2.892

 e
-0.0117x 

                               ( 9) 

R=0.888  

2- In Al-Karama WTP:- 

 

Y=1.61 * 10
-4

 x
2.897

 e
-0.00922x 

                     (10) 

R=0.961 

3- In Al-Wathba WTP:- 

 

Y=2.19 * 10
-4

 x
2.862

 e
-0.010x 

                     ( 11) 

R=0.905 

 

Fig.(2) shows the best fit curve for the mean data of the three plants with regression equation as 

follow:- 

 

Y=1.81 * 10
-4

 x
2.896

 e
-0.0102x 

                     (12) 

R=0.988 

The best regression equation in Al-Karama WTP with a correlation coefficient of 0.961.Fig. (3) 

shows the percentage removal of hardness versus lime dose in the three plants Nissan WTP north of 

Baghdad and Al-Karama WTP, Al-Wathba WTP in Baghdad center. The figure represent high 

percentage removal in Nissan WTP for low doses but high percentage removal in Al-Karama then 

Al-Wathba for high lime doses, also the percentage removal 36% when optimum dose of lime in 

Nissan WTP, while the percentage removal of 34% when optimum lime dose in both Al-Karama 

and Al-Wathba WTP 

The low percentage removal indicates the presence of non - carbonate hardness which can not be 

removed by lime only. 

 

CONCLUSION 

1- The relation between lime dose and % removal of hardness is of a non-linear form with the best 

regression equation in Al-Karama WTP with a correlation coefficient of 0.961 . this correlation is 

of 0.988 for the mean data for the three plants.  

2- The maximum decrease of carbonate hardness was at the optimal lime dose with percentage 

removal of 36% in Nissan WTP and 34% in both Al-Karama and Al-Wathba WTP.   

3- Softening with Lime need to adjust the pH of the treated water, also ferric chloride is the 

clarifying reagent to be used because Aluminum Sulfate would solubilize the Alumina, which 

might subsequently reflocculate. 

4- The principle difficulty with using lime for carbonate hardness removal is the large amounts of 

sludge generated which has to be disposed, although this sludge is easily dried. 

 

RECOMMENDATION AND SUGGESTION  

1- To make use of lime plant which is present at Al-Karkh project, which is out of work for the 

time being, to use it in another project when needed. 

2- Studies should be conducted to improve hardness removal by using the combination of Lime 

and Sodium Carbonate for removing carbonate and non-carbonate hardness. 
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ABSTRACT 

This research  involves design & implementation of fractional – N frequency synthesizer with the 

following specifications: Frequency range (2350– 2750) MHz,Step size (1 kHz), Switching time 8.9 

µs, & phase noise @10 kHz = -115dBc & spurious -69 dBc  

The third order Fractional –N technique was chosen to satisfy the design requirements. In this 

system the ��modulator placed on digital phase-locked loop to control the fractional value of the 

frequency division ratio thereby eliminating spurious and allowing good phase noise performance. 

The development in I.C. technology provides the simplicity in the design of  fractional –N 

frequency synthesizer because it implements the phase frequency detector(PFD) , prescalar, 

��modulator &  reference divider in single chip. Therefore our system consists of  a single chip 

contains (low phase noise PFD, charge pump, prescalar, ��modulator & reference divider), voltage 

controlled oscillator , loop filter & reference oscillator.  

The application of this synthesizer  in frequency hopping systems, wireless transceivers ,GSM & 

radar  because it has high switching speed  ,low phase noise & low spurious level. 
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INTRODUCTION 

Fractional –N was originally developed 31 to 36 years ago then called Digi-phase and later 

Fractional –N by Racal and H.P.[Li, Lin, 2000].there are three types of fractional-N technique. In 

the first order technique , the fractional division can be used to increase the reference by an order of 

magnitude or to reduce the division ratio. The first order appears to be solution to the drawbacks of 

PLL ,but this type has not been the case. Naturally , fractional division generates a new periodicity 

within the Division by N and therefore, introduces spurious  signals. An improvement can be 

achieved by analogue compensation of the phase error. The phase error exactly represents by the 

content of  the accumulator. This allows to cancel the spurious. The analogue compensation 

represents the second order. But it has disadvantage in accuracy. An alternative to the second order 

is the third order fractional-N, it uses all digital spurious cancellation by implementing sigma-delta 

modulation.  

 A general rule and requirement in PLL designs to try to use the highest-frequency reference and the 

lowest division ratios. Also, the higher-frequency reference is easier to 

filter out and yields a lower division ratio, which produces better phase noise, lower spurious signal 

response, and better switching time. However, in many cases these requirements conflict with the 

rest of the design parameters, since high resolution (fine step size) requires low reference frequency 

and therefore high division ratios. If the reference frequency is high, then the frequency resolution 

or the step size is high. To achieve small step size, it is necessary to either use low reference 

frequencies or resort to multiloop designs. This increases the complexity, size, and cost. All the 

designs that we demonstrated assumed the divider ratio N to be a whole number. But if N could 

include a 

whole number plus a fraction, it would be possible to generate step sizes that are smaller than the 

reference frequency. The fractional N frequency synthesizer is a modified version of the PLL based 

synthesizer where the integer frequency divider is replaced by a fractional frequency divider. Fig. 

(1) shows the simplified block diagram of a fractional N synthesizer. The only difference from the 

PLL based synthesizer is that the frequency divider has a choice between two integers, N and N+1. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 Fig. (1): Fractional N frequency synthesizer block diagram 
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The reference clock also provides the clock signal for the phase accumulator. The phase 

accumulator accumulates its output with a divider ratio setting the word of length Ldiv at each clock 

cycle. The dual-mode divider divides its input by N when the phase accumulator is not overflowed. 

When an overflow signal from the phase accumulator appears, the dual-mode divider divides its 

input by N+1. On average, the divider divides its input by a fractional value between N and N+1. 

To calculate the exact divider ratio, we assume the accumulator length to be Lacc. For every Lacc 

clock cycles, the accumulator overflows Ldiv times. That means for every Lacc clock cycles, the 

divider divides its input by N+1 Ldiv times, and divides by N for the rest of the times. If Navg is 

the average dividing ratio, then  

Navg Lacc  = N (Lacc - Ldiv ) + (N + 1) Ldiv                            eq(1.1) 

And  

Navg = N + Ldiv/Lacc            eq(1.2) 

The fractional divider ratio makes it possible to have a much smaller frequency step with the same 

reference frequency comparing to the PLL based synthesizer. In other words, the fractional N 

synthesizer can have a higher reference frequency and hence higher loop bandwidth without 

compromising the stability of the loop. But the fractional divider ratio is achieved through an 

averaging process. The alternating N, N+1 divide numbers cause the output frequency to vary 

between N*fref and (N+1)*fref.  

 

ADVANTAGES & DISADVANTAGES OF FRACTIONAL N SYNTHESIZER 

In a fractional-N phase-locked loop, the division ratio N is switched between two or more integer 

values in such a way that the average value of N can be a fractional number. Consequently, the 

phase comparison frequency can be much higher than in integer-N synthesizers, and thus the 

division ratio can be much lower. For example in the DCS-1800 system, a phase comparison 

frequency of 13 MHz would result in N ranging from 131 to 145. A channel spacing of 200 kHz 

then requires the ability to change the 

division ratio in steps of 200/13000 � 0.0154[Conkling, Craig , Feb,1998]. 

A reference frequency of 13 MHz, or 65 times higher than in the integer-N synthesizer, also 

(theoretically) enables up to 65 times higher loop bandwidth. This in turn results in up to 65 times 

faster switching. In practice, however, the maximum loop bandwidth is limited by factors other than 

the reference feedthrough, and cannot be increased as much. Still, the designer now has more 

freedom in choosing the loop bandwidth. If, for example, a very good reference suppression is 

required, the loop bandwidth can be made significantly smaller while still meeting the switching 

time requirements. In short, using a fractional-N PLL instead of an integer-N one loosens the 

coupling between the choice of loop bandwidth and the choice of the reference frequency. 

Also, since the division ratio is smaller than in integer-N synthesizers, the phase noise of 

the reference oscillator is not amplified as much. In the above example, the reference frequency was 

increased from 200 kHz to 13 MHz. This reduces the amplification of the crystal oscillator phase 

noise in the DCS-1800 system from 40dB to 22dB. 

The main source of problems in fractional-N synthesizers is the fact that although the average 

division ratio is a fractional number, the instantaneous division ratio must still always be an integer. 

In practice, the fractional division is typically performed by using 

an accumulator, i.e. a digital adder that adds a fraction F of its full scale value to its contents once 

every reference clock cycle. During the accumulation, the prescaler divides its input frequency by 

N. Every time the accumulator overflows, the prescaler divides by N+1 for one cycle. The average 

output frequency will now be 

fout = (N + F)fref                  eq(2.1) 

During the accumulation, the divided VCO frequency seen at the phase detector input is 

fvco  = fref  + (F/N) fref          eq(2.2) 
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On the other hand, the reference frequency seen at the other phase detector input is always fref . 

Thus, the phase error at the input of the phase detector increases at a rate of 

 

�
e(t) = 2� (F/N) (t/Tref)        eq(2.3) 

 

When an overflow occurs in the accumulator, the prescaler divides by N+1 for one period, 

corresponding to a 2� decrease in the phase error at the phase detector input. The resulting phase 

error has a sawtooth shape. The sawtooth shaped phase error, also known as a “beat note”, causes 

spurious tones in the output spectrum at offsets of ±K·F ·fref, where K = {0, 1, 2…}, i.e. at integer 

multiples of F ·fref. These spurious tones, having a large energy in a very small bandwidth, are well 

as the phase noise of the PLL, causing significant problems in almost all applications. What 

magnifies the problem is the fact that spurs occur at fractional multiples of fref, i.e. they can occur 

well within the channel bandwidth, and inside the PLL bandwidth as well. 

 

SPUR CANCELLATION TECHNIQUES 

Only the very first implementations of the fractional-N divider operated as above. The spurious 

tones limit the performance of the synthesizer so much that it is practically unusable in most 

applications. Different methods to eliminate the sawtooth phase error, and thus the spurs. These 

methods will be discussed in the following subsections. 

 
Analog compensation 

The first proposed means of correcting the sawtooth phase error was injecting an opposite ramp 

signal somewhere in the loop so that the sawteeth cancel each other. In the  first order fractional-N 

synthesizer, the synthesizer has two identical digital accumulators, one controlling the prescaler 

modulus, and the other one controlling a “sideband reduction circuit”. The sideband reduction 

circuit generates a sawtooth signal with an opposite polarity than the sawtooth at the input of the 

phase detector. This correction signal is then added to the VCO control voltage node. Ideally, the 

VCO control voltage is now constant when the loop is in lock. In this method , precision analog 

components are needed[j. Craeninkx & M. Steyaert, 1998].   

 

Sigma delta modulation 

This method will be used to implement fractional N synthesizer in my system to eliminate the 

fractional spurs. The basic principles of the digital �� modulation will be presented in the 

following. 

 
Fundamentals 

The accumulator used to control the modulus of the prescaler can be viewed as the digital counter 

part of a first-order analog ��-modulator. The carry of Accumulator changes the prescalar from N 

to N+1 for one cycle Fig. (3.1) shows the accumulator, i.e. an adder with a one clock cycle delay in 

the feedback path, with the corresponding signals. The frequency control word is fed into the A 

input, and added to the B input to produce a sum output �. When the adder overflows, the carry out 

bit c is set[Goldberg, Bar-Giora , 1999]. 
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Let us denote the frequency control signal fed to input A by xi, and carry output c of the 

accumulator by yi. When an overflow occurs, the contents of the accumulator are “flipped over”, 

which can be viewed as subtracting the full scale of the accumulator from its contents. 

The output of the accumulator at an arbitrary time is the sum of its input at that time and its contents 

one clock period earlier. If an overflow occurs, the full scale of the accumulator is subtracted. The 

output can thus be expressed as 

�i = xi + �i-1 – yi                  eq(3.1) 

yi = xi + �i-1 – �i           eq(3.2) 

yi = xi – (�i – �i-1)          eq(3.3) 

The z-transform of equation (3.3) is 

Y(z) = X(z) -  �(z) (1 – z
-1

)          eq(3.4) 

Let us now look at the signal flow diagram of a first-order analog ��-modulator shown in Fig. 

(3.2). The input is again denoted by x, and the output by y. The operation performed in the dashed 

box is the quantization, and e denotes the quantization error.  

 
 

 

The above modulator is described by the following equations: 

wi  = wi-1  + xi-1  - yi-1           eq(3.5) 

yi = wi + ei              eq(3.6)   

Combining these two, we get 

yi – ei = yi-1 – ei-1 + xi-1 –yi-1          eq(3.7) 

yi = xi-1 + ei – ei-1          eq(3.8) 

The z-transformation of Equation (3.8) is 

Y(z) = z
-1

 X(z) + E(z) (1- z
-1

)        eq(3.9) 

Comparing Equation (3.9) with Equation (3.4) shows great similarity. Ignoring the latency of one 

clock period in the signal path of the analog ��-modulator, and treating the contents of the digital 

accumulator as the negative of the quantization error, the equations are identical. 

A ��-modulator shapes the quantization noise in a high pass fashion. In other words, the 

quantization noise is pushed to higher frequencies, and the signal-to-noise ratio at low frequencies 

can be very high. Fig. (3.3) shows the output spectrum of an analog first order ��-modulator with a 

low frequency input[Dean banerjee , 2005]. 

Fig. (3.1) The digital accumulator with the corresponding input and output signals. 

 

Fig. (3.2) The signal flow diagram of a first-order analog ��-modulator. 
. 
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Looking at Fig. (3.3), it would seem that the quantization noise is originally white, and then shaped 

into higher frequencies. The white noise assumption, however, holds only for “sufficiently busy” 

input signals. In fractional-N synthesizers, the input signal is normally constant, and the 

quantization noise is no longer white. The quantization noise power is concentrated into a finite 

number of spurious tones. The spurious performance combined with the relatively poor noise 

shaping (20dB/decade) make the first order ��-modulator quite useless in practical applications. 

 
Cascaded (MASH) modulators 

As explained above, the spurious tones at the output of the modulator result from the input being 

DC. The signal in the ��-output of the accumulator, however, is no longer at DC, although it is 

periodical. Now, this signal can be fed into the input of another accumulator, whose output will be 

much less periodic than the output of the first accumulator. The first accumulator carry changes the 

division ratio of the Divider from N to N+1 for one cycle. The output is digitally integrated by the 

second accumulator and its carry output changes the division ratio to N+1 and then N-1 on the next 

clock cycle. Combining the c outputs of the two accumulators in a suitable way(see Fig (3.4), the 

quantization noise of the first accumulator can be canceled[J.A Crawford , 1994]. 

 
 

 

Fig. (3.3): The output spectrum of an analog ��-modulator with a low-frequency 

input signal. 
 

Fig. (3.4): The block diagram of a second-order MASH modulator. 
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As shown in Equations (3.1) to (3.4), the output of the first accumulator is 

Y(z) = X(z) – �1(z) (1 –  z
-1

)       eq(3.10) 

Feeding the � -output of the first accumulator into the input of the second one, the output 

of the second accumulator is 

Y2(z) = �1(z) – �2(z) (1 – z
-1

)       eq(3.11) 

Combining the outputs of the accumulators as shown in Figure 3.4, we get the following 

as the output of the entire modulator: 

 

Y(z) = Y1(z) + Y2(z) – Y2(z) z
-1

       eq(3.12) 

Y(z) = Y1(z) + Y2(z) (1 – z
-1

)       eq(3.13) 

Y(z) = X(z) - �1(z) (1 –  z
-1

) + �1(z) (1 –  z
-1

) - �2(z) (1 – z
-1

)
2
  eq(3.14) 

Y(z) = X(z) - �2(z) (1 – z
-1

)
2
         eq(3.15) 

    As Equation (3.15) shows, the quantization noise of the first accumulator cancels out. This 

greatly improves the spurious performance of the modulator, since the first accumulator is the one 

with the more periodical output. Also, as Equation (3.15) shows, 

the noise transfer function is now a second-order high pass function. Thus, the signal to noise ratio 

at low frequencies is higher than in a first-order modulator. 

 This concept, called the cascaded modulator or the MASH modulator, MASH modulators of any 

order are unconditionally stable if individual modulators comprising the MASH are stable. In this 

case, the individual modulators are first-order ones, and thus always stable. Hence, the order of the 

MASH modulator can be increased at will without causing any stability problems. In the case of 

three accumulator or more, the third accumulator changes the prescalar to N+1,N-2,N+1,the fourth 

uses the sequence N+1,N-3,N+3,N-1, and the more sequence will be shown in Fig. (3.5). As shown 

in figure (3.5), the sequence forms a Pascal triangle but with the overall sum of each row being zero 

with exception of the output from the first accumulator. Hence the second and subsequent 

accumulators have no long term effect on the division ratio[Mike Curtin and Paul O’Brien, 1999]. 

In digital ��-modulators, increasing the order of the modulator improves the spurious 

performance and the low-frequency SNR basically unrestrictedly. However, a higher order noise 

transfer function of the modulator causes problems in the design of the loop 

filter. The quantization noise of the modulator is pushed to higher frequencies, and rises 

with frequency at a rate of 20 decibels per decade per modulator order. For example, the 

quantization noise of a third-order modulator rises at a rate of 60 dB/decade[Li Lin , 2000].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SYSTEM DESIGN 

Based on theoretical analysis shown in section three a fractional –N synthesizer will be designed for 

the following requirements : 

� Frequency range : 2450 MHz – 2750 MHz 

1 Accumulator 1 

+1 -1 

-2 +1 +1 

+3 -3 -1 +1 

+1 -4 +6 -4 +1 

Accumulator 2 

Accumulator 3 

Accumulator 4 

Accumulator 5 

Fig. (3.5): Pascal
,
s triangle 
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� Step size             : 1kHz 

� Switching speed :  less than 10 �sec  

� Phase noise         :  less than -80dbc/Hz @ 10 kHz 

� Spurious              : -60 dB 

The sigma delta modulator will be used to implement the system since it has the following 

properties: 

� eliminating spurious digitally. 

� Allowing good phase noise performance. 

The sigma delta modulator in this system contains four stage of accumulator. The system contains 

on the following parts as shown in the schematic diagramFig. (4.1). 

� Single chip : contains phase frequency detector , charge pump , N-divider & ��-modulator. 

� Voltage controlled oscillator. 

� Loop filter.  

� Frequency oscillator. 

 
 

 

 

Single chip ( LMX2486) 

The LMX2486 consists of low phase noise phase frequency detector(PFD) ,N counters, R counters, 

��-compensation and charge pump. The LMX2486 is fabricated using National Semiconductor’s 

advanced process. The parts of  single chip as shown in Fig. (4.2) is described as follow[The 

National Semiconductor data sheet, 2005]: 

 
Fig. (4.2): Functional Block Diagram 

 

Fig. (4.1): Schematic Diagram 
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� OSCILLATOR BUFFER, AND R COUNTER: The oscillator buffer must be driven single-ended 

by a signal source, such as a TCXO. The OSCout pin is included to provide a buffered output of 

this input signal and is active when the OSC_OUT bit is set to one. The ENOSC pin can be also 

pulled high to ensure that the OSCout pin is active, regardless of the status of the registers in the 

LMX2486. The R counter divides this TCXO frequency down to the comparison frequency. 

�  PHASE frequency DETECTOR: The maximum phase detector frequency for the LMX2486 RF 

PLL is 50 MHz. However, this is not possible in all circumstances due to illegal divide ratios of 

the N counter. The crystal reference frequency also limits the phase detector frequency, although 

the doubler helps with this limitation. There are trade-offs in choosing the phase detector 

frequency. If this frequency is run higher, then phase noise will be lower, but lock time may be 

increased due to cycle slipping and the capacitors in the loop filter may become rather large. 

� CHARGE PUMP: For the majority of the time, the charge pump output is high impedance, and 

the only current through this pin is the TRI-STATE leakage. However, it does put out fast 

correction pulses that have a width that is proportional to the phase error presented at the phase 

detector. The charge pump converts the phase error presented at the phase detector into a 

correction current. The magnitude of this current is theoretically constant, but the duty cycle is 

proportional to the phase error. For the RF PLL this current is programmable in 16 steps. Also, 

the RF PLL allows for a higher charge pump current to be used when the PLL is locking in order 

to reduce the lock time. 

� N COUNTERS & �� modulator: The N counter divides the VCO frequency down to the 

comparison frequency. The RF N counter contains an 16/17/20/21 and a 32/33/36/37 prescaler. 

The LMX2486 delta-sigma modulator is programmable up to fourth order, which allows to select 

the optimum modulator order to fit the phase noise, spur, and lock time requirements of the 

system. In our system fractional modulus is 15000.  

 

Voltage controlled oscillator 

 The voltage controlled oscillator (VCO) is selected to achieve the frequency range(2350-

2750)MHz  with minimum phase noise. LMX2531LQ2570E  I.C. is used to cover the  

required frequency range[8]. LMX2531LQ2570E has the following specifications:  

� Frequency range: (2336 – 2790) MHz. 

� Output power  :   (-1dBm  -   4dBm). 

� Fine tuning sensitivity (Kvtune): (10 - 23)MHz/V. 

� Output impedance:  50�. 

 
Loop filter 

In cases where the VCO requires a higher tuning voltage than  the charge pump can operate, active 

filters are necessary. VCOs with high voltage tuning requirements are most common in broadband 

tuning applications.  

The loop filter impedance is defined as the voltage output at VCO to the current injected at the 

charge pump in the single chip synthesizer.  The expression of loop filter impedance Z(s) & the 

corresponding poles & zeros are shown below at various filter orders is shown below[Dean 

banerjee, 2005] 

 

Z(s) =  {1 + sT2}/{s(A3 s
3
 + A2 s

2
 + A1 s+ A0 )}  , where T2 = R2C2          eq(4.1) 

 

A3, A2, A1 & A0 are the coefficients of filter. For our system, the order of filter is three. Therefore 

A4 = 0 & the values of the rest of coefficients as follows:  

A0 = C1 + C2  ,  A1 = C1C2R2 + (C1+C2)C3 R3  &  A2 = C1 C2 C3 R2 R3 

For our design, the values of components of Filter as follow: 

C1 = 1pF, C2= 4.7pF, C3 = 1nF, R2 = 220k� & R3 = 10�. 
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Loop B.W. = 400 KHz, damping factor = 0.8. 

The opamp in this filter must be a low phase noise, therefore we select LM6211. this op amp is 

fabricated by national semiconductor with following specifications: 

� Input bias voltage : 2.75 volt. 

� Opamp negative supply: 0 volt. 

� Phase noise c/c of opamp in our system is shown in Fig. (4.3). 

 
 

 

 

frequency oscillator 

 The frequency of crystal oscillator (TCXO)in this system is 15 MHz , therefore the R counter is set 

to 3 to obtain 5 MHz. The phase noise c/c of TCXO in our system is shown in Fig. (4.4). From                      

Fig. (4.4) , it is clear that the TCXO is a low phase noise. 

 
 

 

 
RESULTS 

 The system is simulated by software (WEBENCH) from National semiconductor company.  The 

performance of frequency synthesizer consists of : 

Fig. (4.3): phase noise c/c of op amp 

 

Fig. (4.4): phase noise c/c of TCXO 
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� Lock time: it is defined as the time needed for switching the synthesizer from one frequency to 

another . The lock time of our synthesizer is 8.9�sec for frequency switching (2350 - 2750)MHz 

as shown in Fig. (5.1). 

 
 

 

 

� Phase noise: it is the most critical parameters which describes short term frequency instability 

include fluctuations in signal
’
s phase or frequency that less than 1sec. Fig. (5.2) shows the phase 

noise c/c of the system & VCO. 

 
 

 

 

 

� Spurious output: denotes any unwanted products present at output of frequency synthesizer. The 

spurious level in this system is -69dB. 

 

DISCUSSION & CONCLUSIONS 

The implemented fractional N synthesizer has been presented with the basics of fractional PLL , 

including advantages & disadvantages. The implemented synthesizer achieve the requirements in 

section (4 )with the following specifications: 

� Frequency range : 2350 MHz – 2750 MHz 

� Step size             : 1kHz 

Fig. (5.1): lock time c/c of system 

 

Fig. (5.2): phase noise c/c of TCXO 

 

VCO 

System 
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� Switching speed :  8.9 �sec  

� Phase noise         :  -115dbc/Hz @ 10 kHz 

� Spurious              : -69 dB 

Among various techniques, the F-N technology has been selected since it has several advantages: 

� Low feedback –divider ratio results in lower phase noise with fine step size. 

� Low phase noise contributions are lowered by 20log(L),where L is the fractional modulus. 

� Channel spacing is 1/L times smaller than an integer PLL. 

� Larger loop B.W. results in lower lock time. 

 The development in I.C. technology provide the simplicity in the design of frequency synthesizer 

because it implements the PFD , prescalar, delta-sigma modulator  &  reference divider in single 

chip. this single chip has the following properties : 

� Low power consumption. 

� flexibility in selecting crystal oscillator frequencies. 

� High reliability. 

There is Direct digital synthesis (DDS) can be used to implement this system but it has drawbacks , 

its main disadvantage include the fundamentals limit of B.W. (maximum frequency o/p is less than 

one half the clock rate).  Expanded B.W. requires higher clock rates , & therefore faster logic and 

more critical  manufacturing & testing processes. There is Hybrid technique (DDS as reference 

oscillator) can be used to implement this system successfully but it has high cost relative to 

implemented system. Multi  Loop PLL can satisfy this frequency range but these loops with their 

mixers increase spurious o/p signals , power dissipation , cost , size & complexity. 

Table (6.1) shows a fair comparison with another work in 2003 includes design of an integrated 

CMOS PLL frequency synthesizer consists of two loops. 

 

Table(6.1) comparison between implemented system with multi loop system 

 

System 

parameters  

Frequency 

range(GHz) 

Step 

size 

Switching 

time  

Phase noise  Spurious 

level 

Number 

of loops 

Multi loop 

implemented 

 In 2003 

2.4 – 2.5 1MHz 30 µs -83 dB/Hz  

@10 KHz 

-60 dBc 2 

System 

implemented.  

2.35 – 2.75 1kHz 8.9  µs -115dB/Hz 

@10 KHz 

 

-69dBc 1 

 

Table (6.2) shows a fair comparison with another work in 2004 includes design of a fully  integrated 

Fractional-N frequency synthesizer for wireless communications. 

 

Table(6.2) comparison between implemented system with a fully  integrated Fractional-N frequency 

synthesizer 

 

System 

parameters 

Frequency 

range(GHz) 

Step 

size 

Switching 

time 

Phase noise Spurious 

level 

Number of 

loops 

Fractional-N 

implemented 

In 2004 

2.4 – 2.4853 10kHz 10 µs -90dB/Hz 

@10 KHz 

-48 dBc 1 

System 

implemented. 

2.35 – 2.75 1kHz 8.9  µs -115dB/Hz 

@10 KHz 

 

-69dBc 1 
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ABSTRACT 

In this study, a dynamic analysis of machine foundations under vertical excitations is carried out. 

The effect of embedment and foundation geometry has been taken into account. The stiffness and 

damping of soil are considered as frequency dependents. A computer program (CPESP) in 

FORTRAN POWER STATION has been coded to evaluate the stiffness and damping coefficients 

depending on excitation frequency and embedment depth. Results have shown that increasing the 

embedment depth leads to increasing the resonant frequency and decreasing the amplitude of 

vibration.     
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INTRODUCTION 

Most of the solution methods treat the machine foundation as a block resting on the surface of an 

elastic soil. The real footings are usually embedded and this considerably affects the dynamic 

response of footing, Barken.D.D (1962). The rigorous analytical solution of embedded footings has 

many mathematical difficulties. The most promising way of studying this problem is the finite 

element analysis as had been used by many researchers such as Lysmer.J(1979) and by kaldjian 

.M.J (1969) for static analysis. 

Nevertheless, there is a need for alternative approximate solutions that would be able to predict the 

motion and to evaluate the stiffness and damping characteristics of embedded footings.  
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EQUATION OF MOTION 

By applying de Alembert's principle, the equation of motion can be written as; Fig. (1) 

 

)exp()()()()()( tiPtUKtUCtUm
OZZZZZ

ωωω =++ ���                                                                                  (1)            

  

Where:- 

=m Total mass. 

=)(tUm
Z

�� Inertia force. 

)()( tUC
ZZ

�ω =Damping force. 

=)()( tUK
ZZ

ω Elastic force. 

)(ω
z

K =Frequency dependent stiffness. 

)(ω
z

C =Frequency dependent damping. 

 

 

 

 

 

 

 

                         

                      

 

 

 

 

 

Fig. (1) Foundation resting on spring and dashpot 

 

For harmonic loading with an excitation frequency ofω , the steady state solution can be assumed 

as: 

 

)exp()( tiAtU
zz

ω=                                                                                                                              (2) 

 

Substituting eq. (2) into eq. (1):- 

 

[ ] )exp()()()exp(2
tiACiKtiAm

zzzz
ωωωωωω ++− =

o
P )exp( tiω  

 

Dividing both sides of the equation by )exp( tiω and separating real and imaginary parts, the 

amplitude of motion 
z

A  will be:- 

[ ])())(( 2 ωωωω
zz

o

z

CimK

P
A

+−
=                                                                                                          (3) 

 

Let 2

1
)( ωω mKa

z
−=                                                               

      )(
2

ωω
z

Ca −=  

Multiplying the numerator and denominator of eq. (3) by )(
21

iaa + , the amplitude can be written 

as:- 

 

m��

P exp (iω t) 

)(ω
z

K��)(ω
z

C  



Journal of Engineering Volume 12    June 2006        Number 2 
 

��

 ���

2

2

2

1

21
)(

aa

Piaa
A o

z

+

+
= =

o
P

R

i )exp( φ
                                                                                                              (4) 

Where:- 
2

2

2

1
aaR +=  

And 

)(tan
12

1
aa

−=φ =
2

1

)(

)(
tan

ωω

ωω

mK

C

z

zz

−

−
−  

Substituting 
z

A  into eq. (2) the steady state solution becomes:- 

                                                                                                                                              

)exp(
)exp(

)( tiP
R

i
tU

oz
ω

φ
=  =

[ ]

)())((

)(exp

2222 ωωωω

φω

zz

o

CmK

tiP

+−

+
                                                                (5) 

 

The real part of the amplitude of vibration is:- 

( )( ) ( )ωωωω
2222

ZZ

o

Z

CmK

P
A

+−
=

 

 where:- 

 

Eq. (5) gives the dynamic response of the foundation in vertical vibration and for an exciting force 

of constant amplitude
o

P . 

The natural frequency of the undamped free vibration is:- 

 

mK
zn

)(ωω =                                                                                                                                  (6) 

 

In this study a rigid foundation will be studied which is located at depth D  below the ground 

surface. This foundation is subjected to a steady-state vibration by a harmonic vertical force, 

)exp()( tiPtP
o

ω= , having an amplitude of 
o

P and a circular frequencyω , and acting through the 

centeroid of the base. This dynamic force is resisted by normal soil stresses against the base and by 

shear stresses along the vertical foundation sides. The rotational oscillations that may occur due to 

the lack of complete symmetry in the soil reactions at the base and especially at the foundation sides 

are ignored in this study. The steady-state response of the foundation is thus described by the 

vertical dynamic settlement )exp( tiUU
o

ω= . 

Due to damping the force, )(tP  is generally out of phase with the response )(tU . The latter can be 

divided into two components, one in phase [ )exp(
1

tiU ω ] and the other 90
o
 out of phase 

[ )exp(
2

tiU ω ] with P. 
(11)

 

The corrected dynamic stiffness, )(βK and the dynamic damping coefficient, )(βC are given 

by:- 

 

βωωβ ⋅−= CKK )()(                                                                                                                       (7.a)  

β
ω

ω
β ⋅+=

)(2
)(

K
CC                                                                                                                       (7.b) 

 

Where: 

   β = frequency independent damping ratio. For most soils β ranges typically from 0.02 to 0.05, 

Richart.F.E. (1970).
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Both the effective dynamic stiffness and the radiation damping coefficient of the soil–foundation 

system are functions of the frequencyω .It is convenient to express 
dysur

K ) as a product of the static 

stiffness, 
sur

K of the system times a dynamic stiffness coefficient )(ωk  

 

)() ωkKK
surdysur

⋅=                                                                                                                              (8) 

 

STATIC STIFFNESS OF SURFACE FOUNDATIONS 

For a surface foundation of an arbitrary shape, the vertical static stiffness
sur

K , is given by 

Dominguez,J(1978): 

 

zsur
S

LG
K

υ−
=

1

2
                                                                                                                             (9) 

Where:-  

L =Semi-length of a rectangle circumscribed to base surface. 

G =Shear modulus of soil.  

υ =Poisson’s ratio. 

z
S =Vertical static stiffness parameter. 

For non-rectangular base, 
sur

K may be obtained as follows, Prakash,S(1988):- 

 

)1(4 υ−= GRK
sur

                                                                                                                          (10) 

Where:- 

R= Radius of the equivalent circle = π
b

A  

The equivalent circle approximation predicts 
z

S as follows
 (10)

:- 

 

24
4

LAS
bz

π
=                                                                                                                              (11) 

The equivalent circle approximation gives good results for L/B�2 to 3 as calculated by Dobry and 

Gazetas (1986). Fig (2) shows that:- 

 

75.02 )4(54.173.0

8.0

LAS

S

bz

z

+=

=
                 

02.04

02.04
2

2

�

�

LAfor

LAfor

b

b

                                                                     (12) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

��

Fig. (2) vertical static stiffness parameter (Sz) versus base shape 
(10)
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EFFECT OF EMBEDMENT ON STATTIC STIFFNESS 

In practice, foundations are placed at a specified depth, say D below the ground surface and 

transmit the load to soil. Usually, increasing the depth D means increasing the foundation stiffness 

K. 

 The factors that modify the foundation stiffness are the "trench" and "sidewall contact" effects, that 

tend to increase the stiffness of the embedded foundation. These two effects are to be explained 

with the aid of Fig. (3). 

 
Trench Effect 
Even in perfectly homogenous soil a rigid footing will settle less if it is placed at the bottom of an 

open trench. The normal and shear stresses resulting from the overlying soil restricts the vertical 

movement and thus reducing the settlement of the foundation base by increasing its vertical 

stiffness. 

The trench effect suggested by Gazetas and Dobry (1986) is:- 

 

 1�=
tresurtre

IKK                                                                                                                                 (13) 

 

 Where:- 

tre
K is the vertical static stiffness of an embedded foundation mat with no sidewall contact. 

 

Sidewall Effect 
Part of the applied load is transmitted to the ground through shear stresses along the vertical sides of 

the footing when the sides are in contact with the surrounding soil. 

As a result, the overall stiffness of an embedded foundation 
emb

K is larger than 
tre

K stiffness 

corresponding to a foundation with the same depth of embedment but without side effect , 

Ricardo.D (1985). 

 

1�=
side

tre

emb I
K

K
                                                                                                                                      (14) 

 

 

 

 

 

 

 

 

 

 

 
                                                 1�=

tresurtre
IKK                                 1�=

sidetreemb
IKK  

 

 

 
Fig. (3) effects of embedment on vertical static stiffness of foundation

 

(a) settlement due to surface foundation   (b) trench effect 

(c) combined trench and sidewall effects. 

τ 

Po 
Po 

0== στ��

Po 

(a) 
(b) (c) 
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Experimental studies, such as those of Lysmer.j (1969), offer valuable guidance in this direction. 

Combining eqs. 13 and 14 lead to: 

sidetresuremb
IIKK ⋅⋅=  

Based on test results the following empirical equations had been derived:-  

 

�
�

�
�
�

�
++=

243

4
1

21
1

L

A

B

D
I b

tre
                                                                                                                   (15) 

 
666.0)(19.01

bsside
AAI +=                                                                                                                     (16) 

 

Where:- 

tre
I =Trench factor. 

side
I =Sidewall factor. 

b
A =Base area of foundation. 

s
A =Sides area of foundation.   

Fig (4) shows that as (D/B) increases the ratio of (
surtre

KK ) also increases. This trend is more 

pronounced for the case of a square foundation (L/B=1). 

The foundation static stiffness (
emb

K ) for a full embedment case is:- 

 

	



�
�



�
+	




�
�



�
++

−
= 666.0

2
)(19.01)

43

4
1(

21

1
1

1

2

b

sb

zemb

A

A

L

A

B

D
S

LG
K

υ
                                                                       (17) 

 

Fig.(5) shows that as (D/B) increases the ratio (
suremb

KK ) also increases. Again this trend is more 

pronounced for the case of a square foundation (L/B=1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. (4) effect of trench on static stiffness

 ��
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DYNAMIC STIFFNESS COEFFICIENT 

It had been concluded empirically by George.G(1986)
 
that the vertical stiffness of elastic foundation 

is frequency dependent. The main parameters affecting the dynamic stiffness are
o

a , BL   andυ , 

where:- 

 
o

a =Normalized frequency =
s

VBω  

Where:- 

s
V =Shear wave velocity. 

BL =Foundation aspect ratio. 

υ =Poisson’s ratio. 

The frequency dependent stiffnesses are:- 

For Poisson ratio 33.0=υ (unsaturated soil) 

 

[ ]75.02 )()(09.01)() BDakKK
oembdyemb

−⋅⋅= ω                                                                                     (18.a) 

 

[ ]75.02 )()(09.01)() BDakKK
oembdytre

+⋅⋅= ω                                                                                      (18.b) 

 

For Poisson ratio 5.0=υ  (saturated soil) 

 

[ ]5.02 )()(35.01)() BDakKK
oembdyemb

−⋅⋅= ω                                                                                      (18.c) 

 

Fig. (5) effect of embedment on static stiffness ��
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[ ]5.02 )()(35.01)() BDakKK
oembdytre

+⋅⋅= ω                                                                                       (18.d) 

 

These equations were obtained by Gazetas and Dobry (1986),
 
Where:- 

)(ωK :is a dimensionless frequency dependent factor given in Table (1). Hence the dynamic 

stiffness of an embedded foundation can be written as:- 

 

 
eembeembdyemb

FKFkKK ⋅=⋅⋅= )() ω                                                                                                      (19) 

 

Where:- 

[ ]75.02 )()(09.01 BDaF
oe

−=  

or 

[ ]5.02 )()(35.01 BDaF
oe

−=  

 as given in eq. (18). 

The factor 
e

F  of eq. (19) is the effective embedment factor. Fig. (6) Shows the variation of 

this factor with the normalized frequency parameter(
o

a ). The relationships have been obtained in 

the present study by coding the above equations through a short computer program.     
 

Table (1) dynamic stiffness factor for surface foundation [ )(ωK ] 

Passion ratio 
Frequency dependent stiffness factor [ )(ωK ] 

L/B 

0.33 
1.0035+0.051953 (

o
a )-0.123599(

o
a )2 

1 and 2 

 
0.966691+0.55445(

o
a )-0.771009(

o
a )2 

6 

 
1.02098+1.10380(

o
a )-1.3743(

o
a )2 

10 

   

0.50 
1.00055-0.0807878(

o
a )-0.0362395(

o
a )2 

1 

 
0.95004+0.46544(

o
a )-0.35049(

o
a )2 

4 

 
0.841195+1.34818(

o
a )-0.823897(

o
a )2 

�6 

 

 
DAMPING COEFFICIENT  

The coefficient of damping )(ωcc =  is a measure of vibration energy transmitted into the soil and 

carried away by spreading waves. These waves are generated at every point on the soil-foundation 

interface so that in general )(ωc  increases with increasing area of contact. 

The contact surface for a vertically oscillating embedded foundation consists of a horizontal base 

and vertical sides. The base transmits to the underlying ground compression-extension waves in 

propagation velocity close to the Lymers (1969) analogy
. 

 

[ ])1(4.3 υπ −⋅=
sLa

VV                                                                                                                        (20) 

 

Where: 

s
V = shear wave velocity  

La
V = "Lysmer's analog" velocity 

On the other hand the sides transmit mainly shear waves through the surrounding soil. 

The two types of waves generated at the base and at the sides of an embedded foundation are 

independent. Summing up the respective radiated energies. 
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ssbLa
AVcAVC ⋅⋅+⋅⋅⋅= ρωρ )()(                                                                                                       (21) 

 

Where:- 

)(ωc : Coefficient of dynamic damping as given in Table (2). 

 

Table (2) dynamic damping coefficient 
[ ])(ωc   (2) 

 

 Dynamic Damping coefficient )(ωc  R= L/B 

 0.9716 -0.0500(R
o

a )
2
-0.0660exp (R

o
a ) 1 

 1.2080-0.164(R
o

a )+0.0385(R
o

a )
2
+0.2515exp (-R

o
a ) 2 

 1.900-0.0025(R
o

a )+0.0012 (R
o

a )
2
 4 

 1.2285-0.0359(R
o

a )+0.0024(R
o

a )
2
+0.1515exp (-R

o
a ) 6 

 1.3112-0.0285(R
o

a )+0.0011(R
o

a )
2
+0.4388exp(-R

o
a ) 10 

 

COMPUTER PROGRAM 

In this study a computer program (CPESP) (Computer Program for Evaluation of Soil Properties) 

in Fortran Power Station language has been coded for calculating the dynamic stiffness and 

damping for surface and embedded foundations. In this program the input data are :- 

� Dimensions B and L of the base. 

� Side surface area of foundation As. 

� Soil shear modulus       G  

� Soil poisson ratio        υ  

� Soil density         ρ  

� Soil damping factor   β  

The first step is to compute the Static Stiffness and damping coefficients . 

The second step is to compute the dynamic factor for the stiffness and damping . 

The effect of embedment was also considered in this program. 

 

APPLICATIONS 

 

Application (1) 

The developed coefficient of dynamic stiffness and damping are applied to obtain the dynamic 

stiffness and damping using the (CPESP) program for the embedded foundation shown in Fig. (7). 

The results are shown in Table (3)  
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Fig (7) geometry and material parameters, Gazetas.G(1979),application (1) 

 

 
Application (2) 

The foundation of application (1) has been solved using the equivalent circle approximation. 

The effective radius of foundation(R) = π
b

A =14.65 

The equivalent static surface stiffness 
υ−

=
1

4GR
K

sur
 

                                                      
sur

K  =6.472*10
6
 kN/m 

Using eqs. (15),(16) the results are :- 

tre
I =1.055 

side
I =1.211 

 

The static embedment stiffness will be:- 

emb
K =8.268*10

6 
kN/m 

 

From Table (1) and using eq. (18a) then the effective embedment factor is equal to  0.713. 

eembdyemb
FKK *) =  

dyemb
K ) =5.895*10

6 
kN/m 

Table (3) shows the final results for applications (1) and (2) . 

 

 

5 

A A 

��

Sec. A-A 

5
 

5
 

10 ���
1
0
 

�
�
 

40 

6
 1
1

 

G =74 MPa 

ρ =1.85 Mg/m
3 

 υ  = 0.33 

s
V =200 m/sec 

30=ω  rad/sec 

 

All dimensions in (m)��



STIFFNESS AND DAMPING PROPERTIES OF EMBEDDED 

MACHINE FOUNDATIONS 

T. K. Al-Az awi, Raad K. Al-Azawi 

and Zuhair K. Al-Jaberi 

��

 ���

Table (3) dynamic stiffness of embedded foundation using the present study and approximate 

methods. 

 

Method of analysis 
Surface static 

stiffness (kN/m) 

Trench 

factor 

Sidewall 

factor 

Dynamic 

stiffness 

coefficient 

Dynamic 

embedded 

stiffness (kN/m) 

Present method 

(Application 1) 

7.333*10
6
 1.0818 1.211 0.684 6.08*10

6
 

      

Equivalent Circle 

Approximation 

(Application 2) 

8.633*10
6
 1.055 1.211 0.713 5.895*10

6
 

 

Table (3) compares the results of the present study and the equivalent circle approximation and the 

maximum discrepancy is about 3%. 

 

The Lysmers analog velocity using eq. (20) is:- 

La
V =323.06 m/sec 

 

From Table (2) and using (
o

a =1.5) then the dynamic damping coefficient is :- 

)(ωc =1.075 

 The dynamic damping of soil using eq. (21) is:- 

C = 0.726*10
6 
kN.m

-1
.sec 

 

The corrected dynamic stiffness and damping using eq. (7) are:- 

)(βK =4.98*10
6
 kN/m 

)(βC =0.749*10
6
 kN.m

-1
.sec 

 

Application (3)  

The obtained coefficients in this study Table (1 and 2) are used to study the dynamic response of 

machine foundation under vertical dynamic load by using  SAP 2000. The analysis parameters are:- 

 

Foundation Parameters Soil Parameters Machine Parameters 

L=9.6 m υ = 0.33 Fv=6.27 sin (ω t) 

B=4.8 m 

D= 1.55 m 

Foundation weight=1714 kN��

 

γ =18.725 kN/m
3 

G = 98 Mpa 

ω =61.36 rad/sec 

Machine weight=260.65 kN 

 

 

The result obtained are summarized in Table (4) and Fig. (8). 
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Table (4) results obtained from the analysis of SAP2000(application 3) 

 

D/B Resonant Frequency (rad/sec) Max. displacement (mm) 

0.000 84.21 0.896 

0.127 92.431 0.649 

0.254 97.223 0.426 

0.380 101.377 0.214 

0.500 105.000 0.184 

0.635 108.550 0.137 

 

The same foundation has been analyzed for different embedment ratios (D/B) and the results for the 

displacement-time output are shown in Fig.(8). It is evident that when the depth ratio increases the 

vertical displacement decreases. 

A convergence in results is obvious when the depth ratio will be about 0.50. This means that the 

reduction in dynamic displacement will be less pronounced when the depth ratio is to be increased 

higher than 0.50.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0.00 0.40 0.80 1.20 1.60 2.00
time (sec)

-1.00

-0.80

-0.60

-0.40

-0.20

0.00

v
e
rt

ic
a
l 
d

is
p

la
c
e
m

e
n

t 
(m

m
)

D/B=0.0

D/B=0.125

D/B=0.25

D/B=0.38

D/B=0.5

D/B=0.63

Fig.(8) effect of embedment on vertical response (application 3) 
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Also the increase in embedment depth leads to an increase in the resonant frequency of machine 

foundations, Table (4) shows this effect. The results show that increasing the embedment depth 

ratio (D/B) to 0.635 increases the resonant frequency by 22% .  

 

EFFECTS OF USING A SQUARE FOUNDATION ON THE DYNAMIC RESPONSE     

It is a matter of interest to study the effect of using a square foundation (L=6.8 m) and (B=6.8 m), 

i.e. B/L=1.0 instead of the rectangular foundation which has been studied in the previous sections 

(B/L=0.50). The dimensions of this foundation are based on equal foundation weight and soil 

pressure as compared to the case of the rectangular foundation.  

Fig. (9) shows the vertical displacement-time relationships for different depth ratios (D/B) for the 

square foundation case. Table (5) gives the ratios of displacement amplitudes for the square and  

rectangular foundations for different depth ratios. The results indicate a reduction in the dynamic 

displacement in a range of (15%-17%) as compared to those of rectangular foundation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (9) effect of embedment on vertical displacement for different depth 

Ratios for a square foundation 
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Table (5) vertical displacement amplitudes (� )��

��

Depth Ratios (D/B)  

0.00 0.127 0.254 0.380 Full embedded 

Rectangular (B/L)=0.5 0.896 0.649 0.426 0.214 0.184 

Square (B/L)=1.0 0.746 0.545 0.360 0.181 0.156 

�S/�R
* 

0.833 0.840 0.845 0.848 0.85 

*�S=Vertical displacement amplitude for a square foundation. 

          �R=Vertical displacement amplitude for a rectangular foundation 

 

CONCUSIONS 

The effect of embedment upon vertical forced vibration of a rigid footing was investigated 

theoretically. 

The conclusions can be summarized as follows: 

1- The use of equivalent circle approach to estimate the dynamic stiffness and damping factors can 

cause errors as the aspect ratio of the foundation  (L/B )and the soil Poisson's ratio (υ ) being 

increased. The error will generally be increased at higher frequencies.  

2- Embedment of foundations has a significant effect on the dynamic response. It causes an 

increase in the dynamic stiffness and damping coefficients and leads to increase the resonant 

frequency and to decrease the dynamic response of foundation. A convergence in results is 

obvious when the depth ratio will be about 0.50.This means that the reduction in dynamic 

displacement will be less pronounced when the depth ratio is to be increased higher than 0.50. 

3- The dynamic displacement in the vertical direction is smaller for the case of square foundations 

as compared to those of rectangular foundations for the same weight and contact soil pressure. 

The results indicate a reduction in the dynamic displacement in a range of (15% - 17% )as 

compared to those of the rectangular foundation. 
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NOTATIONS 

The following symbols are used in this paper: 

Ab= base area of foundation. 

As= sides area of foundation. 

 ao= normalized frequency. 

B= semi-width of rectangle circumscribed to base surface. 

C= dynamic damping of soil. 

zC =coefficient of dynamic damping. 

D= trench depth. 

G=shear modulus of soil. 

Itre=trench factor. 

Iwall =sidewall factor. 

Kemb= static embedment stiffness of soil. 

Kemb)dy= coefficient of dynamic embedment stiffness of soil for trench effect only. 

Ktre)dy=coefficient of dynamic stiffness for soil for trench effect only. 

Ksur)dy=coefficient of dynamic stiffness for surface foundation. 

L= Semi- length of rectangle circumscribed to base surface. 

Sz= vertical static stiffness parameters. 

VLa= "Lysmer's analog" velocity. 

Vs=velocity of shear waves. 

υ = Poisson's ratio. 

ρ = mass soil density. 

ω =circular frequency. 
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ABSTRACT 

Many researchers recommended Falling Weight Deflectometer (FWD) to be use for the purpose of 

stiffness profile determination of existing pavement. Several sources of uncertainties contribute to 

the inaccuracies in moduli obtained in this manner. these include: 1) the measured parameters 

(deflection basin and FWD load), 2) the back calculation model, and 3) the pavement parameters, 

such as Poisson's ratio and thickness of each pavement layer . 

In the present study the influence of the variation in the thickness and other pavement parameters on 

the backcalcuted moduli are investigated .Theoretical deflection basins were generated for different 

pavement structure using program Mich-pave. Mich-back program was then utilized to 

backcalculate the moduli from these theoretical basins. To assess the influence of the variability in 

thickness, Poisson's ratio, FWD load and deflection, a Monte Carlo simulation process was 

employed. 

Results show that the backcalculation of the layer moduli is greatly influence by the variability of 

the combined pavement. A sensitivity analysis showed that the uncertainties in thicknesses are the 

major contributor to variations of the backcalculated Moduli. 

 

 

���������

���������	
����
��������
������������� ( FWD)�������������� ��!�"���#���$�%�& (Stiffness�������'���(��)�
)����
���!*�����
+���, �-.��/����01�2��	
�������3�4����� 3���-"��5�6���4�7�89�:���3��;�<389��
���=��
>?���� 3�� ���6��!9��
���� &��7�0@;�A����������B�3��FWDC  �D?EF�3G�� &�<���3��C H�	��� -.��/�� 5�6'��� �6� ��� 

I?�(�)�
������� �&���-�6J(�)�
�����.�K�73��7�0@;�+���C��
��GL�M�'
���!9��"����� 3)���6� ���5�6'����4�(�)�
������� ��-�.��7�0@;�736����4������%
�����N�9�+�4�-��.3���-��:�����4O��

���-����PG���!���.���+���������Q����J������	
������(���)�
���
����-��R)
	��S����JT��1������9�!��9����"�A�����)Mich-PaveO����Q����J������	
�����!��9����3G�������
Mick-Back ���� 3���-3�.���6� ���5�6')���&(Stiffness��@F�!9��
���M�PG���A������:��.��U6��O��

���������4�������%
�����N��9�:��.�����.
���!��"����������V�)L�+��3���(��)�
�������� ����-�6�J;����.�/)��736�+���������:���.�;���<�3'�����H��	�������#�
&FWD�C�-.��K����	
���!9��.4�A������7�0@;(Monte Carlo)����N�
����01�<��3
��O��

������-J���QW�
G���2'X;���.���������-���	�������� 3)���6� ���5�6'�����.�/�(��)�
���������@�<�8����N��
9����(�)�
�����-���	�������%
3������O���";�
��Y�QW�
J�����Z�6�'���<�)'
��&Sensitivity AnalysisC������������������%
�����4��N��3����6��W����<��� �����1�(��)�
������.�K�73���-�J���

���� 3)��-�6� �������6'����-)��'��O��
 

 

 

KEY WORDS: 

 Flexible pavement Parameters, Backcalculation Moduli, Mich-pave, Mich-back, Sensitivity 

Analysis, and Monte Carlo Simulation. 

 

 



INFLUENCE OF VARIABILITY IN FLEXIBLE PAVEMENT 

PARAMETERS ON BACKCALCULATED   MODULI 
N. G. Ahmed 

 

 		


 

INTRODUCTION 

Back-calculation is a process for estimating the elastic layer modulus in pavement structures that 

represent in situ conditions under a test load. Back-calculation gets its name from the fact that         

a load of known size and shape is applied to the pavement and deflections are measured by sensors 

at known distances from the load. Theoretical predictions are made of the deflections, assuming 

certain layer properties, and those properties (usually elastic layer modulus) are adjusted until the 

calculated deflections match the measured deflections within a reasonable error (goodness-of-fit 

between the measured and calculated deflection basins).  

The falling weight Deflectometer (FWD) devise is strongly recommended to use throughout the 

world to determine the stiffness profiles of existing pavements. Surface deflections created by 

dropping a weight on the pavement are measured by seven sensor of the device. These deflections 

are then used to backcalculate the modulus of layer within a multi-layer pavement system. Form a 

pavement management point of view, understanding and quantifying how the uncertainties in the 

pavement parameters affect the backcalculated Moduli are very important. The design of a new 

pavement system or an overlay, and the calculated Moduli. 

If the results of the Moduli are overestimated, thinner pavement layers will be design. Resulting in a 

lower life expectancy. The initial construction cost would decrease but the maintenance cost would 

increase or a complete rehabilitation would be necessary sooner than desired. Conversely, if the 

moduli are underestimated, thicker   pavement layer would be designed. 

This would increase the life expectancy of the pavement and at the same time; increase the cost of 

construction. 

At least three major sources of uncertainty contribute to inaccuracies in the back calculated   

moduli. These uncertribute are associated with: 1) error in measured parameters                            

(deflection and impact load).2) simplification and assumption used in backcalculation process and 

(3) random deviations of pavement Parameters form those assumed or specified. 

Several investigators (Hudson et al., 1986 and Bentsen et al., 1989) have attempted to quantify the 

uncertainties in measured parameters. Their result shows that deflection and load are know within 

an accuracy of 2 to 5 percent. 

The uncertainties associated with the model depend on the algorithm used and the nature of the 

pavement structure (Lytton.1989).These uncertainties can be determine by calibrating results cases 

or form past experience. 

In this study the influence of random deviation in layer thickness,   Poisson’s ratio, FWD load and 

deflection on the backcalculates moduli are determined. Layer thickness usually deviate form those 

specified in the construction plans. Poisson's ratios vary due to variation in material consistency and 

compaction method. The impact load and deflection are known to be affected by measurement 

error. To assess the influence of the uncertainty of these parameters on back calculated moduli, 

Monte Carlo simulation technique was formulated and applied to three selected (three-layered) 

pavement. These are designated as P1, P2, and P3 their sections are shown in Fig’s (1a, 1b and 1c 

respectively).The deflection basins associated with each determine using program Mich-Pave.  

The procedure followed to quantify uncertainties the moduli for the pavement sections consisted of: 

(1) layer thickness of the AC and base layer Poisson's ratio of the AC, base and sub grade layers, 

the FWD load and the measured deflection were assumed to be random variable, (2) a Monte Carlo 

simulation technique was utilized to generate several sets if values of these variables for each 

pavement section, (3) each set was input into program Mich-back to backcalculate the modulus of 

each layer, and (4) the resulting samples of moduli were then statistically analyzed to determine the 

influence of the random variable on the predicated moduli. Details of the methodology utilized are 

discussed next. 
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METHODOLOGY 

 

Pavement models 

Three selected flexible (three-layer) pavement systems were studied.  These pavement systems are 

shown in Fig.1. The thickness of the top layer was 3.0 in. or 5.0 in. Thinner layer were not 

considered because of the limitations with the backcalculation process used. The thickness of the 

second layer, which is either 6.0 in. or 12.0 in., is representative of the thickness of base layer 

usually used. The last was considered 240 in. as recommended by Bush (1980). The thinnest 

pavement structure Fig. (1a) corresponds to a low-volume road and the thickest one Fig. (1c)  

represent a major highway. 

The actual Moduli and Poisson's ratios for each layer were kept constant in all pavement systems 

.The modulus of the AC, base and sub grade were assumed to be 450, 35, and 10 Ksi, respectively. 

These values are poisons ratios were assumed to be equal to 0.35, 0.40, and 0.45 for the AC, base 

and sub grade, respectively. 

  

 Determination of Deflection Basins 

To eliminate the effects of the site relates and device related parameters on the back calculated 

moduli, it was necessary to determine the deflection basins theoretically .To obtain these deflection 

program Mich-Pave (Harichandran, and Baladi, 1993) was used. Deflection from program Mich-

Pave was considered to be the representative field measurements. 

 

 

 

ASPHALT 

T1=3in     E1=450000psi 

V1=0.35 

 

 

ASPHALT 

T1=3in       E1=450000psi 

V1=0.35 

 

ASPHALT 

T1=5in.      E1=450000psi 

V1=0.35 

 

 

BASE 

T2=6in        E2=35000psi 

V2=0.40 

 

 

 

 

BASE 

T2=12in      E2=35000psi 

V2=0.40 

 

 

BASE 

T2=12in.      E2=35000psi 

V2=0.40 

 

 

 

SUBAGRADE 

T3=240in     E3=10000psi 

V3=0.45 

 

 

SUBGRADE 

T3=240in.     E3=10000psi 

V3=0.45 

 

SUBGRADE 

T3=240in      E3=10000psi 

V3=0.45 

 

                  1a                                                1b                                               1c                                                         

 

Fig. (1) Pavement sections. 

 

The deflection basin for each pavement section studied comprises of seven deflections at 12 in. 

intervals. A9000-1b load was used as the FWD load input. As Mich-pave is based upon linear-
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elastic theory, selection of such a value would not affect the generality of the results presented in 

this research. 

 

Backcalculation process 

Program Mich-back (Harichandran, R. S. et, 1995) was used to backcalcuted the modulus of each   

layer. The required input pavement parameters to the program are: the thickness, Poisson's ratio, 

and resilient modulus for each layer. In addition, minimum and maximum acceptable moduli have 

to be defined. These values were assumed as 0.1 and 10 time that of the actual modulus, 

respectively. This insures that the only criterion for back calculating moduli was the closeness of 

the theoretical and the actual deflection. 

 

Statistical simulation . 

To compute the variability of the estimated back calculated Moduli, a Monte Carol simulation 

approach was used (Ang. and Tang, 1984) .In general, the method consists of: (1) numerically 

drawing a number of sets of observation of the input variable used by Mich-back using the 

statistical distribution of each variable ;(2) evaluating the random samples of backcalculated 

Moduli; (3) using these sample, statistical parameters and distributions of the Backcalculated 

Moduli were determined. A flow diagram of this process is shown in Fig.2. 

For the simulation of the input parameters, the mean value of the layer thickness and Poisson's ratio 

were taken as those specified and given in Fig. (1). The mean value of the FWD load was assumed 

to be 9000-1b and mean values of the deflection were assumed to be these obtained for program 

Mich-Pave. 

Coefficients of variation of 0.2 and 0.1 were assumed for the thickness of the layer and Poisson's 

ratio, respectively. These values were considered to reflect the uncertainty associated with the 

determination of these pavement parameters in practice. However, further work is required to 

validate this assumption. A Coefficient of variation of 0.05 was set of the FWD load and 0.02 for 

the deflection value, as previously discussed in the introduction.  

All variables were tested to be independent and to follow a normal distribution. However, the 

distributions for the Poisson's ratios were truncated at a lower bound of 0.15 and an upper bound of 

0.45. This account for the practical impossibility of having pavement materials with Poisson's ratio 

outside of these bounds. 

 

Sample size.  

 The results of the Monte Carlo simulation are influenced by the size of the sample. In general, the 

larger the sample the highly accuracy is obtained.  

In order to determine the sample size for this study, several calibration runs were performed using 

sample of 10, 50, 100, 500, and 1000. For these calibration runs only the thickness of layer 1 and 2 

were considered to be random variables with mean values of 5 in. and 12 in. respectively. 
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Fig. (2)- Statistical simulation of Backcalculated Moduli. 

 

 

 

 

Table 1- Influence of sample size. 

Std. 

Dev.E3 

(ksi) 

Mean 

E3 

(ksi) 

Std. 

Dev.E2 

(ksi) 

Mean 

E2 

(ksi) 

Std. 

Dev.E1 

(ksi) 

Mean 

E1 

(ksi) 

Number of 

simulations 

0.1 10.6 5.3 24.4 1154 766 10 

0.1 10.6 7.8 25.5 654 680 50 

0.1 10.6 7.1 24.9 394 595 100 

0.1 10.6 7.8 25.4 384 612 500 

0.1 10.6 8.9 26.1 406 605 1000 

 

 

A coefficient of variation of 0.1 was assumed for both variables. All other variables were assumed 

known as given in Fig.1. Results of the calibration runs are shown in Table 1. This table shows the 

computed means and standard deviation of the backcalculated   moduli for each sample size. 

The relative error between the results of the 100 and the 1000 simulations are small enough to 

suggest that the approximation optioned with a minimum sample size of 100 values provides degree 

of accuracy on the statistical parameters estimated. 

Random 

number     

generate��

Layer  

Thickness 

    (t) 

Poisson's 

Ratio (v) 

FWD 

Load (l) 

Deflection 

      (d) 

 

Mich-Back 

Program 

Back calculated 

Moduli (E) 

Repeated 1000 times per pavement system 

Statistics of the Moduli 
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RESULTS AND DISCUSSION 

 

Combined Random Variables. 

 The Monte Carlo simulation was performed for all pavement sections shown in Fig. 1 considering 

all parameters, (thickness of AC and base, Poisson's ratio of AC, Base and sub grade, load and 

deflection) to be random variables. These results are shown in Tables 2 though 4 in the row entitled 

"All Variables" In all three pavement sections, the variability induced by the combined random 

variables on the back calculated moduli of layer 1 and 2 (i.e. the AC layer and base layer) is much 

greater than that for the backcalculated moduli of the sub grade. The computed coefficients of 

variation of the moduli for layer 1 and 2 ranged from 0.8 to 1.4. While the computed coefficients of 

variation for the moduli of layer 3 were either 0.06 or 0.07. These results indicate that the variability 

of the pavement parameters do not significantly influence the backcalculated Moduli of the sub 

grade. 

The coefficient variation for the AC layer moduli in pavement sections P1 (3"AC layer thickness) 

and P2 (3"AC layer and 12" base layer) are similar, 1.08 and 1.15, respectively However, a greater 

difference exists between the coefficient of variation of the base layer moduli for the pavement 

section P1 and that of P2 (0.81). Similar results are obtained when comparing pavement section P3 

(5"AC layer and 12" base layer).These results indicate that the variability of backcalculated Moduli 

in thinner pavement structure is more sensitive to the variability of the pavement parameters than 

those of thicker pavement structures. It is also evident form the results in Table 2 through 4 that the 

variability in the moduli are much larger for section P1 , a secondary road design, than for section 

P3, an interstate highway design. The larger variabilities associated with thinner pavement section 

might be due to existing limitation of Mich-Back in estimating the backcalculated Moduli. 

The variation of variables of the backcalculated Moduli of each pavement section and each 

pavement layer are show in Fig. 3 through 5. The variation distribution of variables of 

backcalculated moduli are plotted against the normalized moduli. A normalized modulus of 1.0 

represents the design or mean value of each layer. 

It should be noted that the y-axis scale of the graphs are different for the normalized modulus of 

layer 3 than for the other two layers.  

 

Sensitivity Analysis. In order to identify the influence that each variable has on the backcalculated 

Moduli, a stochastic sensitivity analysis was performed. This was accomplished by keeping all 

input variable, except one. Constant at their mean values as in Fig.1 the remaining parameter was 

considered to be random variable on which the Monte Carlo simulation was performed 100 times. 

The only exception to one variable being considered random at a time was the effect variations in 

the measured parameters were determined. 

The FWD load, with a mean of 9000-lb, and the 7 deflection values, with means generated by 

Mich-Pave were randomly simulated at the same time. The variation of each variables plots of the 

back calculated Moduli generated for each case are shown in Fig.'s 3 through 5. Also, to facilitate 

the comparison of results. The coefficients of variation are summarized in Tables 2 through 4. A 

large coefficient of variation indicates that variability in the parameter has a major influence on the 

variability of the calculated moduli. Conversely, small coefficients of variation suggest that the 

variability of the moduli is insensitive to the given parameter. 
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Individual Random Variables;  In all three pavement sections, the variability of the Poisson's ratio 

of the AC and base layers (v1 and v2) had very little effect on the backcalculated Moduli of all 

three layers. The small variability in the moduli is shown in the figures by variation of each 

variables plot. Then results also show that the Modulus of layer 3, in all three pavement, is not 

significantly influenced by any the variability of any of the input variables. 

 

 

 

Table 2-Coefficient of variation. 

Pavement section P1 

E3 E2 E1 Variable(s) 

0.0000 0.0073 0.0273 V1 

0.0022 0.0196 0.0082 V2 

0.0483 0.3221 0.5094 V3 

0.0022 0.1380 0.9193 T1 

0.0066 0.8663 0.4656 T2 

0.0493 0.3402 0.3511 L &d 

0.0727 1.3163 1.0840 All variables 

 

 

 

 

Table 3-Coefficient of Variation. 

Pavement section P2 

E3 E2 E1 Variable(s) 

0.0003 0.0024 0.0333 V1 

0.0036 0.0165 0.0084 V2 

0.0361 0.1041 0.1856 V3 

0.0023 0.0483 0.9672 T1 

0.0023 0.7853 0.8521 T2 

0.0491 0.0862 0.2387 L &d 

0.0661 1.8082 1.1464 All variables 

 

 

 

 

 

 

Table 4-Coefficient of Variation 

Pavement section P3 

E3 E2 E1 Variable(s) 

0.0002 0.0186 0.0240 V1 

0.0021 0.0343 0.0091 V2 

0.0410 0.4185 0.2151 V3 

0.0035 0.3273 0.8647 T1 

0.0023 0.8813 0.1262 T2 

0.0551 0.3038 0.2503 L &d 

0.0716 1.3706 0.9382 All variables 
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 	��

The remaining individual parameter influence the modulus of the AC layer and the base layer 

differently depending on the pavement section considered .In general the variability of the moduli 

for the first two layer of each pavement is greatly influenced by the uncertainty in the thickness of 

the layers. This result agrees with engineering intuition. For all pavement section, the variability in 

the measured deflection and load also has an important influence on the variability of the moduli. 

For thinner pavement this importance is large than for thicker ones. This highlights the necessity of 

improving the accuracy in measuring the thickness of the layer and in determining the deflection. 

An interesting result is the large influence that Poisson's ratio of the sub grade layer has on the 

variability of the moduli when compared with the influence of the variability of the moduli when 

compared with the influence of the Poisson's ratio of the layers. A possible explanation is that the 

mass of the sub grade is much grate than that of the other two layers and therefore its properties 

dominate the measured deflection basin. This is confirmed by the fact that the influence of this 

variable is larger for thinner pavement than thicker. 

 

 

Conclusions 

A Monte Carlo simulation approach has been proposed to study the influence of random deviations 

in the parameter that define a pavement structure on the backcalculated Moduli. Results are shown 

in terms of coefficients of variation and distribution of moduli. The results show that the sub-grade 

modulus is not significantly influenced by the variability of any of the parameters. The moduli of 

the first two layers of thinner structures are more influenced by the variability of the pavement 

parameters. The parameters with major influence on the variability of the AC layer and the base are: 

the thickness of the AC and base layer, the Poisson's ratio of the sub grade and the combined effects 

of the measured FWD load and deflection basin. 
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SOME FACTORS AFFECTING THE ULTRASONIC PULSE 

VELOSITY TEST RESULTS OF HIGH STRENGTH CONCRETE 
 

Nada Mahdi Fawzi A. A. Ali   

College of Eng. – Univ. of Baghdad General Company of Electrical Projects. 

 

ABSTRACT 

The high strength concrete is characterized by its high strength, low porosity and good performance 

under aggressive environmental conditions. 

 The paper presents some factors affecting the Ultrasonic Pulse Velocity test results for high 

strength concrete such as water/ cement ratio, type of aggregate, frequency level of transducers, 

dimension of the specimens and path length. 

 An experimental equation has been derived for the prediction of compressive strength of high 

strength concrete from pulse velocity, which can be used for the estimation of strength. 

It provides more reliable prediction and can be used in precast concrete factories manufacturing 

precast concrete girders for bridges.  
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Abstract 

A case study had been made to investigate the reasons of the repetitive failure during concrete tiles 

testing. Cubes, cylinders, and prisms in addition to full-scale concrete tiles had been prepared. Half of  
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these samples were made using the same popular concrete mix. Test results indicated that, these 

samples were below standard requirements. The second half of the test samples was prepared using a 

newly designed concrete mix. Based upon the recommended breaking load, the required flexural 

strength of the tiles was calculated. This mix was designed to comply a flexural strength that was 

recommended by specifications. Care had been also concentrated on aggregate grading and concrete 

curing. Tests showed positive results. 

In spite of this success it is still believed that there is a possibility of some failures may be due to mass 

production or due to bad quality control. A new proposed model had been prepared and tested. Finally 

these newly proposed tiles had shown that it was more resistant to breaking loads by +21% in 

comparison with the previous samples. This result might insure the production of safe concrete tiles. 
 

1: Building & Construction Engineering Department, University of Technology. 
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ABSTRACT 

Laboratory investigation and many comparisons between laboratory and commercial samples of 

Yemeni kerosene distillates were carried out .The physico-chemical properties of the kerosene 

distillates were determined . The possibility of their utilization as an aviation turbine fuel with high 

quality specification " assisting the increase of flight height and velocity " was confirmed . At the 

first look to obtained results , it is shown that the physicochemical properties for all samples are in 

the international permissible limits. The carbon content is distributed as the following: 15% normal 

paraffin ; 50% branched paraffin ; 2% mono-cycloalkanes ; 16% bicycloalkanes ; 16% branched 

mono-cycloaromat with branches prevailing ; 1% bicycloaromat . The samples are not hygroscopic 

for long period of time .  The smoke point is in higher limits standard . Where the freezing point is 

in lower limits standard .These points prove that the Yemeni kerosene might be prepared for a 

spectra of jet aircrafts. This Kerosen permit high flying height because it has lower density and 

freezing point and it permit high velocity of aviation because it has high percentage of branshed and 

cyclparaffins with high specific energy without needed for addition of chemical additives, but 

may be need for portion of isomers of paraffin. 
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Table (1). Physico-Chemical properties of Yemen crude oil (Masila region) 
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Table (2) Physico-Chemical properties of kerosene fractions ditilled from Yemen crude oil 

Kerosene Test Method 
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F. P. , 
0
C�B.P. , 

0
C�Compound�No.�



�������������������	�
��
�����������������������������
��

 

 
�

 

-59.6 

-56.4 

-32.5 

-28.4 

-11.8 

-8.8 

+8.3�

 

125.7 

150.7 

174 

195 

216 

230 

251�

Normal paraffin 
C8 

C9 

C10 

C11 

C12 

C13 

C14�

1�

 

-15.8 

-16.8 

 

-47.8�

 

117 

147.5 

 

198.3�

Naphthens. 

    Mono-cyclic. C7 

                          C8 

    bi-cyclic,  

  Decaline         C10�

2�

 

 

-95.8 

+15.8�
-56.8 

-30.8 

--- 

-59.8 

Liquid 

Liquid 

Liquid 

Liquid 

+81.8 

-6.8 

+55.8 

+168.8 

Liquid 

 

+82.8 

+72.3 

+29.8�

 

 

136 

138�
139 

144 

169 

165 

159.5 

152 

180 

168 

195 

196 

231 

265 

215 

 

218 

254 

262�

Aromatic 
      mono-cyclic 

Ethylbenzene 

p - C8 

m- C8 

o - C8 

Pseudoumen 

Mesitylene 

 (C3H7) –C6 

i-(C3H7) –C6 

(C4H9) –C6 

i-(C4H9) –C6 

Durene,1,2,4,5 (CH3)4-C6 

Isodurene 

(CH3)5-C6 

(CH3)6-C6 

(C2H5)3-C6 

      bi-cyclic 

Naphthalene,            C10 

Diphenyl ,                C12    

Diphenyl methane,  C13 

3 

 

��

4�������<�=��

��������������	������	�6	��?����B���������	������	�&-�3���
��2��&-�����"�#�	��	���	F������&�%��5'��&�����������������
���6��������
��'�	������	���7-�2���������	� 7�9"���� ������	�:�����	�;���<�����= ���$��&�7	������<��&�7	���

��=9�#����<�����=�'���	�>���-�&�?#�����<�����=�'���	� ���?�&�?#���<�����=�'���	� ���?������-���<����%���-
�����/�#��	��@��
���'���	�>���-�2�������������	�&����?���&���	���A����������$�����@�B���C�������	�2���%�C����B�	

��������
��'�	������	������	� 7����	��	D��������2E�����	������	�.���� 7������	����������%
��'�DF������E��2�����%0���	
������
��'�	������	�$
�-� 7������
��	�2���������������%���	���%7-�&��G#��0��&���� ����	�&�
�����	�&H����I��	J@���

����?�#��	��	���$�	�&��)�$�������
��	��������	�����:�0'�	���/�#��K���L�
�
�(���������1�%�����%����M�#��K�
��G�7�?��������&	��$���������	��/�
����L�
�
������������S	��������$��1"�����	� '���	��9�#���	�&�7	����	���
��9�#��K



�����������������������
������	��	���
�������������������������	����  ����	��������
"������
 

 

 
�

�e�����/D�������'���N�����E�������������&%���/����7�����"��
����������������������7�����7��K������	������	�&��
�����P	��&�7	����	���
��M#���������7	�����	����"�-2��

��

��"�����

Alan G. Lucas , (2000), Modern Petroleum Technology, V. 2, 6
th

 ed., John Wiley & Sons Ltd, 

England,. pp. 288 – 290. 

 

Bolshakov G.F., (1983), Chemical & Technology of component
'
s  jet fuel, chemia, Linengrad, , pp. 

268. 

 

Jean – Pierre Wauquier, (1995), Petroleum Refining, , V. 1, pp. 332. 

 

Ivanova, L. V., M. I. Korneev, V. N. Uzbashev, (1974), Technology of Petroleum and Gas 

Refiniry , Mir Publishers, Moscow, , pp. 12-13. 

�
Netshaev, A.P., (1988), Organic Chemistry , Higher sSchool, Moscow., pp. 26. 

 

Hirsch D. E., R. L. (1972), Hopkins & others, Analytical Chemistry, V. 44 , No. 6 , pp. 915-919 . 

�
Chairtkov I. B., (1968), Modern and perspective hydrocarbons of diesel and jet fuel , Chemia , 

Moscow  , pp. 123 . 

 

Puskunov V. A., K. S. (1979), Chairnova & others , Chemistry and Technology of Fuel and 

Lubricant, , No. 10 , pp. 35 – 38 . 

 

Gureef, A. A., (1986), Chimmotology, Chimia, Moscow, pp. 169. 

 

Melncova L. A., (1981), Petrochemical , V.21, No.1, pp. 149 . 

 

Erikh, V. N., M. G. Rasina and M. G. Rudin, (1988), The Chemistry and Technology of Petroleum 

and Gas, Mir Publishers, Moscow, ,  pp 92 -93. 

 

James, H. G., E. H Glenn, (1984), Petroleu Refining Technologyand Eccononics, 2
ed

 edition, 

Marcel Dekker  INC., New York, , pp. 12. 

 

Allison J. P. , (1975), Criteria for quality of petroleum products, Applied Science Publishers Ltd., 

U.K., , pp. 66, 142. 

 

Wauquier, J. –P. (1995), Petroleum Refining, Crude Oil, petroleum Products, process, Flowsheets, 

Editins Technip, Paris, , pp. 251.  

 

Lastokina, G. A., E. D. (1986), Radtshiko, M. K. Rudina, Handbook of petroleum Refinig, Chemia, 

Linengrad, , pp. 433. 

 

Gureev, A. A., I. G. Fux, V. L. (1986), Lashkhi, Chemmotology, Chemia, Moscow, , pp. 170.  



�������������������	�
��
�����������������������������
��

 

 
	

Bolshakov, G. F., E. I. Gulin, N. N. Toritshnev, (1965), Phisico-chemical principles for motor, 

turbine and rocket fuel, Chemia, Moscow, ,pp. 26-40 

 

 Proskuriakov  V. A., A. E. Drakina , (1981), Chemistry of Petroleum & Gas , Chemia , 

Linengrad , , pp.106 – 194. 

 

ExxonMobil Aviation International Ltd, (2000), World Jet Fuel Specifications, , pp. 4-22.  

 

Joint Inspection Group ( JIG), (2005), Production Specifications, Bulletin No. 4. march. pp1-5. 

 

Mortier, R. M., S. T. Orszulik, (1997), Chemistry and Technology of Lubricants, 2
ed

 Edition, Blakie 

Academic & Profesional, Britain, , pp. 4. 

 

Mohammed A., (1997), Thermal- stability and low-temperature properties of medium petroleum 

distillate, Sofia, , pp. 63.�
��
��
��
��
 



�������������������	�
��
�������������������������������
��

�� ��

����

��

��

���
�������
�����������
��������
����
�������
�����������
��������
�TTIIGG  SSPPOOTT��

��������������))��������������������������������((��
��

��� ��!�
�"#�$�� ����   ���������!�$�
�����%�� 

����������	��
������
��������������

�
�����	�������	��������������
��������	�������	���	������	���	��

��

�&'#����
�
���� ��	��� �	�!"��	�#�$
�%����	�
������	�&'(��)'(��	�)*���$��	�+�(�	� ��"�� ��,���)-�.	�
���

�/��0�	�1������)�"��	2TIG Spot3���
����)��
���	���
�
���(4���2�5052-O3�5�	�"�	�/����,���,�����
��	�

��",�	��
��������/����)-�6�
���	��$��(
�'������	��	��
���7�	��$���	�0����8�����9,���.
��:�
����",�	�

� 
������&'�� �	�0����4��2EWTh23�&'(�	� �'���23.2mm� 3� 6�;���� �
�'(�� ��������
��2DCSP� 3����

���
�1���	�&�
��	�/����.2
����	�3.15litre/min� �)'(��	���",�	��
,���.	�
����� ,���	�#��<�	��
�"����

	�=(�	� 6���="-�  ,�� �����>���+�(�	� /�'�� ��",�	� 
�1�� ��
�� 
���<�  �2=(�	� ����(�� 3�.?7��

�6������	��('���	����",�	��('�����
������
��	�.	�
���	���	������8����@��;�	�����0:�1�$���	�0�������",�	

��",�� ,���	�#��<�	�����6�	�"���9��

!"��	�/7�� �	�=(�	�6���
	�  �<��	���",�	�
�1����
��6��
1�A���	�1��)'(��	���",�	�.?7���

�� �	��
 �<���
��.�,��!
"�@�,
�'�	����1�	���
����	�.	��
��	�����������%B0������ � �<��	�=(�	�6��

�  �	22.4KN3�� +��� /�'� ����21.6mm3��"�� ��
���290Amp3� ��"�� 
�1��27sec� 3��"
B7� 8�������

21mm93��������,7�,��6�?7� ,�	�
	����253.5 HV�3�B0�:������",�	��'(��1��������.����C�
�
����.D

�+���	�
����	�E�����9 

 
A STUDY EFFECT OF SOME VARIABLES IN TIG SPOT WELDING FOR (ALUMINUM 

– MAGNESIUM) ALLOY 

 
Dr. Muna K. Abbass Haitham Y. Abdul-Majid 

Ass.Prof. M.Sc. Metallurgy 

Dept. of Production Engineering and Metallurgy, University of Technology, 

 Baghdad - Iraq 

�



���
�������
�����������
��������
����
�������
�����������
��������
�TTIIGG  SSPPOOTT��

�������)����������������(��
$�
�����%���
�"#�$���

 

�� ��

ABSTRACT 

The present work investigates the effect of some of the variables in spot  tungsten inert gas shielded 

welding (TIG Spot) for (Aluminum-Magnesium) alloy type�(5052-O) which is non–heat treatable 

alloy for its wide industrial uses and applications in  field of welding technology. 

TIG Spot welding was performed by using tungsten electrode (EWTh2)of  diameter (3.2mm) and 

DC current with direct polarity (DCSP) at constant shielded gas flow rate (15litre/min). 

The welded specimens were tested by using the Instron machine to determine the maximum shear 

force (shear strength ) of spot welded and to define the optimum conditions of spot welding 

variables in relation to the weld current, weld time and arc length of welding to produce an 

acceptable weld. The metallurgical changes of the weld zone and heat affected zone were studied 

under optimum conditions of welding. 

It has been shown that the increase in the welding current and welding time tends to increase the 

maximum shear force and it reaches  maximum value and then decreases with high currents and 

long times. The maximum shear force  was 2.4KN at welding current of (90) Amp , welding time               

( 7)sec and arc length (1.6mm ) for 1mm thickness. 

It was also found that the highest value of hardness ( 53.5 Hv) was at the center of the spot welded 

and decreases gradually from the center of the weld spot towards the base metal. 
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a=over lapping =25 mm, b= width=25mm, c=length=175mm 

d=clamping distance=95mm, t=thickness=1mm�
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ABSTRACT 

The low order panel method with Neumann boundary condition have been used to predict the 

normal force curve slope, the pitching moment curve slope, the center of pressure location and the 

aerodynamic load distribution for missile in compressible, steady flow. The wing-body-canard 

interference problem have been solved using two schemes (iterative method and internal singularity 

method) both are based on the panel method. The normal force curve slope, the pitching moment 

curve slope and the center of pressure location for a given missile has been predicted using the 

present numerical method and the DATCOM technique. 
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INTRODUCTION 

Preliminary design and aerodynamic assessment of missile configuration require a rapid and 

accurate method to predict the aerodynamic coefficients. Accurate calculation of flow field around 

complete missile is essential to provide aerodynamic data for the structural designer, the 

performance engineer and the designer of the control system. Three different methods can be 

employed to determine the missile aerodynamics: 1) wind tunnel tests, 2) Handbooks, 3) C.F.D 

techniques. Current trends in the design of missile emphasize renewed interest of industry in 

computational methods capable of supporting aerodynamic design. Within existing teehniques in 

this region, finite difference methods solving either the full potential or Euler's equators have made 

the most significant advances in recent years. However, the lack of efficient numerical procedures 

to generate the computational grid around arbitrary three-dimensional configurations is still a major 
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problem area for these methods. The Panel Method has been demonstrated to be the most efficient 

approach to the solution of inviscide flows around arbitrarily complex three-dimensional 

configurations, since it has the distinct advantage over the alternative C.F.D techniques                         

(finite difference, finite element, etc.) in the fact that the unknowns are situated on the surface of the 

configuration and not throughout the external space. Therefore, the panel method is very attractive 

for routine use and amenable for use on medium or small computing facilities since it requires much 

less programming effort and computing time if compared with the other C.F.D techniques. 

The purpose of the present work is to predict the normal force curve slope, pitching moment curve 

slope and the center of pressure location for a given missile configuration at steady, subsonic and 

compressible flow using the low order panel method with Numann boundary condition. 

 

PANEL METHOD 

The Panel Method is based on distributing  singularity elements on the wetted surface of the body  

around whith the flow characteristics to be found This will reduce the solution to finding the 

strength of each singularity element that have been distributed. 

The incompressible, irrational continuity equation, in terms of the total potential *φ  0 is presented in 

Ref.[Joseph Katz, 1991] as: 

 

0*2 =∇ φ        (1) 

where the total potential 0 is described as *φ  

∞+= φφφ *        (2) 

Following Green's identity, the general solution to equation (1) can be constructed by sum of 

sources a and doublets µ : 
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The Neumann Boundary Condition has been employed with Eq.(3), where a zero normal velocity 

componen 0* =∂∂ nlφ  is directly specified on the surface: 

 

0).( =+∇ ∞
ϖφφ n       (4) 

Where *φ   is the perturbation potential consisting of the two integral terms in Eq.(3). Satisfying this 

boundary condition in Eq. (3) results in: 
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By knowing the strength of the singularity elements that have been distributed, Eq. (5) will describe 

the velocity field every where. If we apply this integral equation to each surface panel, and further 

assume that the singularity strength on each panel is constant, then a system of relatively simple 

algebraic equations can be obtained in matrix form as: 

 

[ ][ ] [ ] ϖω
ijij nQka .. ∞−=        (6) 

Where k is any singularity element, ija is the influence coefficient which its physical means The 

normal velocity induced by a unit strength singularity element at a point in the flow field                     
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[Chun-Mo Lee, 1984]. The only unknown in this matrix equation is the N singularity element 

strength. The solution of this matrix by Gaussian elimination method results in these unknowns. 

Any other standard matrix method can be used Since these algebraic equations has a dominated 

diagonal because the influence of the singularity element on it self is the maximum. 

 

COMPRESSIBILITY EFFECT 

The Prundth, JIauert and Gothert rule [Herman Schlichting , 1979] is applied to treat the 

compressibility effect. This approach is transforming the real body in compressible flow filed to an 

equivalent body in incompressible flow field by multiplying the Y and Z dimensions of the body 

and the angle of attack by β : 

ZZ

YY

X

inc

inc

inc

β

ββ

βαα

=

Λ=Λ=

=

cotcot                     

                              

inc  

inc

   

Where  21 ∞−= Mβ  

 

After the incompressible flow solution due to this equivalent body is determined, the transmission is 

reversed to the compressible plane by dividing the resulting aerodynamic coefficients by 2β  

 

NUMERICAL PROCEDURE 

Each configuration (wing-body or wing-body-canard) is subdivided into a non-lifting component 

(body) and lifting components (wing and canard). The non-lifting component is simulated by a 

constant strength quadrilateral source elements, while the lifting component is simulated by either 

horseshoe vortex or a vortex ring singularity elements. 

 

THE BODY 

The method pioneered by Hess and Smith [Hess, J. L., 1967] forms the basic solution for the body 

in this work, where the body is replaced by a large number of flat panels, each one carrying a 

constant strength, quadrilateral source singularity element as in Fig.(1). The body is assumed to be 

cylindrical with circular cross section and described by number of points on its surface. These 

points are organized in sections and meridians as shown in Fig.(l), short straight lines connecting 

these points forming quadrilateral panels with the exception of certain regions where the lines 

converge and the elements are triangular, each panel is a constant strength source singularity 

element and contains a collocation point placed in the centroid of the panel area.                                        

After obtaining the strength of each source element have been distributed on the body surface the 

total perturbation velocity components that induced at any collocation point   is obtained by 

summing the perturbation velocities that induced by every source element at this collocation point. 

The total velocity Q at any collocation point is obtained by summing the total perturbation velocity 

q and the free stream velocity ∞Q that acting on this panel and by using Bernoulli equation [Joseph 

Katz, 1991], the pressure coefficient at any panel is optioned as: 
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where 

 

iii QqQ )( ∞+=        (8) 
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The normal force coefficient, the pitching moment coefficient around the nose apex as shown in 

Fig.(2), and the center of pressure are calculated as: 
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THE WING AND THE CANARD 

The wing and the canard are must be uncambered with zero thickness and simulated by distributing 

either horseshoe vortices or vortex rings on the surface. The main advantage of these singularity 

elements is in the simple programming effort required, in addition, they are capable of modeling the 

effect of wing planform shapes on the fluid dynamic load [Joseph Katz, 1991]. For wingbody 

configurations, the wing is simulated by distributing horseshoe vortices on the wing surface. While 

for wing-body-canard configurations, the lifting components (wing and canard) are simulated by 

distributing a vortex ring singularity elements, since the wake shape for this type of elements can be 

modeled, where this property is required to simulate the effect of the canard's wake on the wing 

behind. 

 

HORSESHOE VORTEX 

The wing planform is defined by the span, leading edge and trailing edge sweep angles, and divided 

into NW trapezoidal flat panels with side edges parallel to the global X-axes as shown in Fig.(3). 

Each panel is defined by the coordinates of it's four corners points, and approximated by a flat plate 

contain a horseshoe vortex. A typical horseshoe vortex element is shown in Fig.(4) where the bound 

vortex is placed at the panel quarter chord line and the collocation point at the center of the panel's , 

, three-quarter-chord line. The trailing vortices are placed parallel to the global X-axes. The vortex  

strestr is assumed to be constant for the horseshoe element and a positive circulation is defined as 

shown in Fig.(4). The lift on each panel containing a horseshoe vortex element is obtained by using 

the Kutta-Jaukowski theorem [Jack Moran, 1984]: 

 

NW)    to1(i                      =Γ∇= ∞ iii QyL ρ     (12) 

Where iy∇ is the span of each wing panel. The overall wing lift coefficient, moment coefficient 

around the wing root cord apex and the center of pressure location are: 
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Where (XC)i is the global X-coordinate of the center point of panel i. 
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VORTEX RING 

As have been stated before, this singularity element has been employed with the wing-body-canard 

configurations. The canard planform is divided into NC trapezoidal flat panels in the same manner 

that have been employed with the horseshoe vortex singularity element, each panel contains a 

vortex ring singularity element as shown in Fig.(5). The leading segment of the vortex ring is 

placed on the panel's quarter chord line. The collocation point is placed at the center of the Three-

quarter 

chord line. The normal vector n
ω

is defined at this point and positive circulation is defined as shown 

in Fig.(5). 

The canard's wake is aligned in parallel with the free stream and divided into five panels in the 

stream wise, each wake panel contains a vortex ring with strength equals to the strength of the 

shading panel at the canard trailing edge as shown in Fig.(5). The overall length of the wake is 

twenty times the span. The wing planform have been divided into NW trapezoidal panels in the 

same manner that described above, with a deference that the span of each wing panel was made 

equal to the span of the shading canard panel, as shown in Fig.(5). Also, the wing wake was treated 

in the same way that has been employed with the canard's wake. The Kutta condition is satisfied 

along the trailing edge by setting the strength of each wake vortex equal to the strength of the 

shading panel at the trailing edge, i.e.: 

 

ETW .Γ=Γ        (16) 

The lift force that acting on each panel containing a vortex ring singularity element have been 

calculated by using another form ofKutta-Jaukowski theory [7]: 

 

1)(i                    )( ,1, >∇Γ−Γ= −∞ ijjijiij yQL ρ    (17) 

Where j is a spanwise counter which have values from one to the number of the panels in the 

spanwise, and i is a cordwise counter which have values from one to the number of the panels in the 

cordwise as shown in Fig.(7), this figure also shows the sequence of scanning for wing or canard 

panels to obtain the lift on each panel from Eq.(16). Eq.(16) is applied to the panels that placed after 

the leading edge panel     (i.e. i>l), while for the leading edge panels (i.e. i=l), the lift is calculated 

as: 

 

1)(i                    ( , =∇Γ= ∞ ijjiij yQL ρ     (18) 

 

The total lift and moment acting on the wing are: 
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WING-BODY-CANARD INTERFERENCE 

The interference between the canard and the body is similar in its physical nature to the wing-body 

interference. In addition, the influence of the downwash behind the canard on the wing lift has been 
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taken in account. Three different methods have been employed to describe the wing-body-canard 

interference: 

 

ITERATIVE METHOD 

The following steps can describe it: 

1- In the free stream, calculate the strength of each source panel on the fuselage surface.  

2- In the flow field interfered by the fuselage, calculate the strength of each vortex panel on the 

surface of the canard. 

3- Using the vortex and source strength, which obtained from the steps (1) and (2), remodel the 

flow field by superposition and calculate the strength of each vortex on the wing.  

4- Using the vortex strength of the canard and the wing, which obtained from step (2) and (3), 

remodel the flow field by superposition and recalculate the strength of each source panel on the 

fuselage surface. 

5- Re-obtain the steps (2), (3) and (4) four times. 

 

INTERNAL SINGULARITIES METHOD 

A schematic view of this method is shown in Fig.(8). Vortex panels have been distributed inside the 

body in the wing-body junction region, and extended from the wing-body junction line to the body 

longitudinal axes. The strength of each internal panel vortex equals the strength of the neighboring 

wing root panel vortex. The same treatment is employed for the canard-body interference. 

 

DATCOM SOLUTION 

The  DATCOM solution [DATCOM , 1972] is employed to solve  the interference problem for the  

wing-body-canard configuration only. The aerodynamic forces acting on each isolated component 

of the configuration (wing, body and canard) are predicted from the numerical solution of the panel 

method. Therefore, the final solution that resulting from this technique is not depending solely on 

the DATCOM. The lift curve slope and the pitching moment curve slope around the center of 

gravity for a wingbody-canard configuration can be obtained according to this scheme as follows: 

 

[ ] [ ])()(

''

'

'
'

)()(

' )()( WBBWNeL
e

WBBWNeLaLa KKKC
S

S
KKKCC +++++=   (21) 

     
)("

"

'

""

")(.
VWLa

e C
S

S

S

S

q

q
+

∞

 

 

[ ]
'

'
''

)()(

'

.
)(

'
S

S
CKKK

XX
C e

eLaBWWBN

gc

ma

C

++
−

−=
−

 

[ ]
	


�

�


�

++
�
�

�

�

�
�

�

�−
−

∞

)(

"

'

"

"

"
""

)()('

"

"

''

.

*
)()(. vwLa

e
eLaBWWB

ge
C

q

q

S

S

S

S
CKK

C

C

C

XX
  (22) 

The parameter ( aCL )w
*

(v)represents the effect of canard voracity on the wing lift. 

 

OVERALL LOAD CALCULATIONS 

Since the strength of the singularity elements that have been distributed on each component                

(wing, body and canard) are obtained after solving the interference problem by either the iterative 

method or the internal singularity method, the aerodynamic loads acting on a wing-body-canard or a 

wingbody configuration can be calculated. For a wing-body-canard configuration, the total velocity 

Q at any collocation point on the body surface is obtained by summing the total perturbation 
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velocity components induced by the body source elements, the wing vortex elements and the canard 

vortex elements with the free stream velocity components in the local coordinates of the panel 

under consideration. By substituting this velocity in Eq.(6), the pressure coefficient (Cp) at the 

panel that containing this collocation point is obtained. 

The normal force coefficient and the pitching moment coefficient are obtained from: 

body
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Where kL is the lift force acting on the panel k (of the wing or the canard). Since vortex ring 

singularity elements have been distributed on the wing and canard panels of the wing-body-canard 

configuration, the lift Lk is obtained in The same manner that have been described in the Eq.(16) 

and Eq.(17). 

 

RESULTS AND DISCUSSION 

Fig.(9) shows the sketch and the dimensions of two different missiles stated in Ref.[3]. The normal 

force curve slope has been predicted for missile A, while for missiles B, the center of pressure 

location as a ratio of the wing root cord have been predicted. Good agreement exists between the 

experimental data and the present numerical solution. Fig.(10) illustrates the sketch and paneling of 

the configuration of.[Joseph Katz, 1991]. The wing is trapezoidal of aspect ratio 3.2 having a 

leading edge sweep angle of 29.3 . The canard is located in the plane of the wing and consisted of 

delta and swept rectilinear surfaces respectively. The lift coefficient of canard-wing combination at 

incompressible flow. based on the wing area for a configuration of delta canard, swept canard and 

canard off is predicted by using the internal singularity method as shown in Fig. (11), (12) and (13) 

respectively. For all these cases, the present numerical results agree well with the experimental data. 

The results of the internal singularity method for the three cases together are presented in Fig.(14), 

where the configuration with the swept canard has the greatest lift coefficient, while the 

configuration without canard (canard off) has the smallest lift coefficient. 

Fig.(15) shows the dimensions and the paneling of a given missile, which has been named as the 

"Typical Canard Missile", it consists of an ogive nose with cylinder body, the body is divided into 

two cylinders, the first has a diameter of 15.2 cm. and the second has a diameter of 11 cm. The 

canard is trapezoidal with 40 deg. Leading edge sweep angle, the wing is also trapezoidal with 8.6 

deg. Leading and trailing edge sweep angle, mounted in the same plane of the canard. The effect of 

Mach number on the normal force curve slope is presented in Fig.(16), a slight difference can be 

observed between the result of iterative method and the internal singularity method, while larger 

difference was noticed between the result of DATCOM solution and the both techniques of the 

present numerical solutions (the iterative method and the internal singularity method). However, the 

same trend can be noticed between the results of these three solutions. Fig.(17) describe the effect 

of Mach number on the pitching moment curve slope around the nose. A slight difference can be 

noticed between the results of the two schemes of the panel method solution, while the results of the 
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DATCOM solution is greater with the same trend as the result of the panel method. The difference 

between the results of the panel method and the DATCOM solution is expected, since the 

DATCOM solution is based on empirical relations and parameters that driven from the slender body 

theory. Fig.(18) illustrates the center of pressure location and it's variation with the Mach number. 

The results of the both schemes of the panel method are in similar trend as the DATCOM results, 

where the center of pressure is shifted backward as the Mach number increased. 

Fig.(19) presents the effect of increasing the exposed wing semispan on the aerodynamic 

characteristics of the typical canard missile. It can be noticed that the normal force and the pitching 

moment curve slope is increased by increasing the wing span, since the wing area and aspect ratio is 

increased. This may be attributed to the increasing in the lifting force that generated on the wing 

(since the wing area and aspect ratio is increased). As a result of this, the center of pressure was 

shifted in backward direction. The nonlinear relationship which can be noticed between the results 

of Fig.(19) and the wing's exposed semispan is expected, since increasing the wing span changes it's  

aerodynamic  characteristics,  and  this  will  effects  on  the  wing-body  and  the  wing-canard 

interference.  The effect of the wing longitudinal position (as a distance from the nose apex) is 

shown in Fig.(20), the wing was shifted in the backward direction. A slight increasing in the normal 

force curve slope is noticed. This is believed to be due to reducing the canard's downwash strength 

that acting on the wing. Since the vertical distance between the wing's surface and the canard's wake 

is increasing by shifting the wing in backward direction, which leads to reducing the canard's 

downwash strength that acting on the wing. The pitching moment curve slope is also increased and 

the center of pressure is shifted in backward direction. The effect of decreasing the body maximum 

diameter on the aerodynamic characteristics of the Typical Canard Missile is presented in Fig.(21). 

Where the normal force curve slope and the pitching moment curve slope are increased by reducing 

the body maximum diameter. The center of pressure is shifted backward by decreasing the body 

maximum diameter. This can be attributed the decrement in the nose surface area and the increment 

in the nose fineness ratio that happens when the body maximum diameter is decreased, also, 

reducing the body diameter will reduces the body upwash that acting on the canard. As a result of 

all this, the normal force that generated from the canard and the nose will decreases. The non-linear 

relationship between the predicted aerodynamic characteristics and the body maximum diameter 

that can be noticed in Fig.(21) is attributed to the non-linear relationship which already exists 

between the diameter and the cross-sectional area (since the reference area is the body maximum 

cross-sectional  area).  Also,  change  the  body  maximum  diameter  effects  the  canard-body 

interference, and change the aerodynamic characteristics of the nose (since it's fineness ratio will 

changed). 

 

CONCLUSIONS 

The comparisons with the experimental data tend to the following conclusions: 

1- The  low  order  panel  method  can  predict  the  aerodynamic  characteristics  and  load 

distribution for the complex three-dimensional configurations in the linearized, steady, subsonic 

flow with good accuracy. 

2- Since  the  low  order  panel  method  have  low  computing  cost  associated  with  less 

programming effort if compared with the other C.F.D technique, it is flexible and fast. 

Depending on the results that describing the effect of some geometry changes on the aerodynamic 

characteristics of the typical canard missile, the following conclusions are obtained. 

1- The center of pressure can be shifted backwards by either increasing the wing span or decreasing 

the body maximum diameter, or by shifting the wing backwards.  

2- Increasing the wing span shifts the center of pressure backwards with a remarkable increase in 

normal force curve slope. While almost the same change in center of pressure location can be 

achieved by shifting the wing backwards, with a difference that the increment in normal force 
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curve slope in this case is small if compared with the increment that was achieved in the normal 

force curve slope when the wing span was increased.  

3- The change in the center of pressure location, which can be accomplished by changing the body 

maximum diameter, is much less than the change that results from changing wing span or 

location. 
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Fig. (18) Mach number effect on center of pressure location for the Typical Canard Missile 
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