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ABSTRACT

Colorization is a computer assisted process of adding color to a monochrome (grayscale) image or
movie. The early published methods to perform the image colorizing rely on heuristic techniques
for choosing RGB colors from a global palette and applying them to regions of the target gray-
scaled image. The main improvement of the proposed technique is the adoption in a fully automatic
way the genetic algorithm as an efficient search method to find best match for each pixel in the
target image. The proposed genetic algorithm evolves a population of randomly selected
individuals (that represents a possible color setting for target image using a reference colored
source image toward solution that could resemble natural or real colors to the objects of the target
scene). Moreover this study proposes new crossover operator, called Spread out Uniform Crossover
(SUX) that turns the recombination scheme of uniform crossover over spreading vital genes at the
expense of lethal genes rather than exchanging genes between mating parents to the generated
offspring. The results of the proposed colorization techniques are good and plausible.
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INTRODUCTION

Colorization is a term introduced by Wilson Markle in 1970 to describe the computer assisted
process for adding color to black and white movies [Lev04]. His company Colorization, Inc.
released the first full-length colorized movie in August 1985. Nowadays, the colorization term is
used to describe the process of adding color to monochrome still images and movies [Sap04].
Colorization, in general, is an active and challenging area of research with a lot of interest in the
image editing and compression community. With the luminance information and just some samples
of the color ( much less than the ordinary sub-sampling in common compression schemes) , the
color components of the data can be faithfully recovered .This has implications also in wireless
image transmission, where lost image blocks can be recovered from the available channels [Sap04].
Additionally, colorization helps in scientific illustration by exploiting variations in chromaticity as
well as luminance. Further, color can be added to a range of scientific images for illustrative and
educational purposes. In medicine, image modalities which only acquire grayscale images such
Magnetic Resonance Imaging (MRI), X-ray and Computerized Tomography (CT) images can be
enhanced with color for presentations and demonstrations [Wel02].

Moreover, more "mundane" applications can benefit from colorization techniques. For instance,
consider a scenario where two people that chat regularly through the Internet decide to enhance
their virtual meetings with live video. If colorization software, inexpensive and fully automatic one,
was available to them, they might buy less expensive monochromatic web-cams instead of color
ones, use limited bandwidth by transmitting monochromatic video, but still be able to view fully
colored video streams [Vie03].

PREVIOUS WORK
Work interest in grayscale image colorization problem are pointed out:

% E. Reinhard, M. Ashikhmin, B. Gooch, and P. Shirley [Rei01], describe a method for a general
color correction that borrows one image's color characteristics from another using mean and
standard deviation statistical analysis with £af} color space to make a synthetic image take on
another image's look and feel. The transfer of statistics can fail in case that source and target
images don’t work well together. To remedy this, the user selects separate swatches, the
algorithm then computes their statistics. Then, scales and shifts each pixel in the input image
according to the statistics associated with each of the cluster pairs.

% T. Welsh, M. Ashikhmin, and K. Muller [Wel02], introduce a general semi-automatic t color
transfer between a source color image and a destination grayscale image. They choose to
transfer only chromatic information and retain the original luminance values of the target image.
Further, their procedure is enhanced by allowing the user to match areas of the two images with
rectangular swatches. Colors are then transferred but between the corresponding swatches.
G.Di. Blasi, and R. D. Recupero [Bla03], propose a semi-automatic colorization method. In this
approach, image pixels are grouped into clusters of bounded radius by the Antipolee Tree
Clustering. This clustering algorithm works in such a way that "far" elements lie in different
clusters. The RGB source image is first converted to YUV space and the Antipole tree is
constructed, in which each vector contains the information necessary to perform the Antipole
search and the UV components of the pixel color. Then, for each grayscale pixel, in scan-line
order, construct its vector and perform the Antipole search to select the best matching vector in
the Antipole tree and transfer its UV components to the Y component (luminance) of that gray
pixel.

% L.F.M. Vieira, R. D. Vilela, and E. R. do Nascimento [Vie03], introduce a methodology for
adding color to grayscale images from a database of color images. Initially the database is
semantically indexed. The color transfer process then takes the grayscale image and the color
one that has the most similar feature vector as inputs, and adds to each scalar pixel of the

X/

e

%

X/

238



) Number 2 Volume 12 June 2006 Journal of Engineering

former, the chromatic components of an automatically chosen pixel of the later. The
colorization proceeds by scanning the target image in scan-line order so that, for everyone of its
pixels, the source image pixel that is closest in terms of intensity value and intensity standard
deviation is selected as a match.

% Levin, D. Lischinski, and Y. Weiss [Lev04], present a method based on the simple premise:
neighboring pixels in space-time that have similar intensities should have similar colors. This
premise is formalized by using a quadratic cost function and obtain an optimization problem
that can be solved efficiently using standard techniques.

¢ Z. Pan, Z. Dong, and M. Zhang [Pan04], present a method to transfer color from a reference
image to the whole video. This method take advantage of the correlation between two conjoint
frames of video, by tracking the object and assigning the color of it in the preceding frame to
that of the posterior one. In many cases, the background will keep unchanged while an object is
moving. Rather than choosing RGB colors from a palette to color individual components, they
choose Lo color space that minimize correlation between channels for many natural scenes.

% D. Sykora, J. Burianek, and J. Zara [Syk04], present a novel color-by example technique which
combines image segmentation, patch-based sampling and probabilistic reasoning .This method
is able to automatic colorization ofblack and —white cartoon. They state the problem as: having
two segmented frames. First frame serves as a color example where each region has one color
index assigned from the user-defined palette. The second frame contains unlabelled target
regions. The colorization task, then, is to assign color indices to target regions similarly to as
they are assigned in the example frame.

s G.Sapiro [Sap04], presented an approach for adding color to a monochrome image or movie,
based on considering the geometry and structure of the monochrome luminance input, given by
its gradient information. The luminance channel in YC,C, color space faithfully represents the
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geometry of the whole (vectorial) color image. In addition to having the monochrome
(luminance) channel, the user provides a few strokes of color, that need to be propagated to the
whole color channels. The color is then obtained by solving a partial differential equation that
propagates the user selected colors while considering the gradient information brought in by the
monochrome data.

THE COLORIZATION PROBLEM COMPLEXITY

The problem of coloring a grayscale image involves assigning three-dimensional (RGB) pixel
values to an image whose elements (pixels) are characterized only by one feature (luminance).
Since different colors may carry the same luminance in spite of differences in hue and/or saturation,
the problem of colorizing gray-scaled images has no inherently "correct” solution [Bla03]. Thus ,
this in general a severely under-constrained and ambiguous problem for which it makes no sense to
try to find an " optimum " solution , and for which even the obtainment of "reasonable " solution
requires some combination of strong prior knowledge about the scene depicted and decisive human
intervention [Vie03]. Even in the case of pseudo coloring, where the mapping of luminance values
to color values is automatic, the choice of the color map is commonly determined by human
decision [Bla03].

A major difficulty with colorization lies in the fact that it is an expensive and time-consuming
process. For example, classically colorization is done by first segmenting the image into regions,
and then proceeds to assign colors to each segment [Sap04]. Unfortunately, automatic segmentation
algorithms often fail to correctly identify fuzzy or complex region boundaries [Lev04].
Colorization of movies requires, in addition, tracking regions across the frames of a shot. Existing
tracking algorithms typically fail to robustly track non-rigid regions, again requiring massive user
intervention in the process [Lev04].
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THE PROPOSED COLORIZATION SYSTEM

The general procedure for coloring grayscale image requires as input a pair of images. The source
colored image, S, and the target grayscale image, 7 . The source image could be selected to have
similar semantic features to that of the target image (e.g., one can choose pair of faces, sunsets,
trees , cars , etc.). Next, both source (colored) and target (grayscale) RGB images are converted to
a de-correlated color space. The color space provides three de-correlated, principal channels
corresponding to an achromatic luminance L channel, and two chromatic channels C1 and C2 in
which changes made in one color channel should minimally affect values in the other channels.
Examples of de-correlated color spaces are YIQ, YUV, { a B, and CIECAM 97s. The remaining

(main) steps of the proposed colorization system are presented in what follows.

INDIVIDUAL REPRESENTATION AND INITTIALIZATION

First, a population of P g, random chromosomes is generated. Each chromosome in the population
is coded as a two-dimensional m, *n, formation where m, and n, are respectively height and
width of the target grayscale image. Each gene in the chromosome can hold an integer value, I,
refers to a colored pixel in the source image. Hence, 1 <1 < m, * ny where m; and n, are
respectively height and width of the source colored image. Fig. (1) depicts this chromosome
representation:

1 2 3 ny
1120 315 1 511
215 16 900 100
31512 322 262 104
m,
70 83 69 2
m, *n,

Fig. (1) The chromosome of height m, and width n, equal to the size of the grayscale image.
Gene no. (1,1) in the figure, e.g., hold an integer 20 which refer to the colored pixel number 20
(from left-to-right and top-to bottom counting) in the source image .

FITNESS EVALUATION

A GA must qualify its population individuals through fitness measure to let evolution to those
favorite individuals at the expense of weaker ones.

A similarity metric can be calculated for each GA individual to determine luminance differences
between the GA selected pixels and the target pixels. Objective function, here, is calculated in three
different variations. In the first approach (named objective 1), luminance values difference is used
as the similarity measure between target and source images in which small difference gets better
similarity measure than large differences. As a whole, objectivel is calculated as the sum of
(achromatic) luminance differences between target gray pixels (indicated by the gene numbers) and
source colored pixels (indicated by the gene contents) :
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Objective 1 = )

, mrp
i=1 j=1

LG ) -G ) | )

where:
n,,and m, are respectively width and height of 7 image .

L_ , L  arerespectively luminance values of 7" and § images.

i, j are indices of a gene in row i and column ;.

1(i, j) an indirect index to a pixel in S .

In the second and third Objective calculation approaches, the texture similarity or match is also
compared. Objective2 sums differences between luminance average of surrounding neighborhood
N, in T image and surrounding neighborhood N in S image:

Objective2 = zi L, (N, Cisj)- Ly (N (1 (i j)) | 2)

i=1 j=1
where :
n., my i, jand [ (i, j)are as defined previously in (1) .
N is the surrounding 3%3 , 5%5 ,or 7*7 neighborhood .
L, is the luminance average of N, neighborhood gray pixels .
L, is the luminance average of N neighborhood colored pixels .

Finally , Objective3 uses matches luminance differences in term of weighted average (50 %
weight) and weighted standard deviation(50 % weight) of neighborhood pixels :

Objective3 = > > |L, (N, (i.j))- LN G(ij)) @

i=1 j=1
where :
npand m,, i, j, 1 (i, j) , and N are as defined previously in (1) and (2) .
L, is the sum of 50 % luminance average and 50 % standard deviation of N, neighborhood gray
pixels .
L is the sum of 50% luminance average and 50 % standard deviation of N, neighborhood

colored pixels .

In Objective2 and Objective3, different colored regions give rise to distinct luminance clusters, or
possess distinct regions. In other words, we expect pixels which are similar in texture to the source
colored image regions to be colorized similarly. As high fitness values can represent good solutions
to the problem at hand , the fitness then can be computed as inverse of objective function, i.e. ,

Fitness = v 4)
Objective
SELECTION OPERATOR

Once fitness is evaluated for each individual, we can form the mating pool that is a collection of
individuals who will have the right to reproduce themselves into future generations. This selection
is random, not deterministic. The most common selection operator used in GA is tournament
selection. In tournament selection with size two, pair of chromosomes is compared. The string with
highest fitness is copied into the mating pool. Repeating this process until the mating pool is filled
with probably better chromosomes of p, , parents.
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CROSSOVER OPERATOR

After the mating pool is formed, pairs of chromosomes (parents) are randomly chosen to be
manipulated by the crossover operator before releasing them into the offspring. There are various
crossover operators (e.g., one-point, two-point, and uniform crossovers), but all aim at recombining
the genetic material of the two selected parents in an efficient manner.

However, a modification to the uniform crossover is proposed here. The new crossover operator (as
we called Spread-out Uniform Crossover SUX) modifies the uniform crossover to spread out vital
genes at the expense of lethal genes rather than exchanging genes between mating parents.

A gene can be classified as vital or lethal according to a predetermined threshold value.
The threshold value determines whether luminance difference between a gray pixel and the GA
selected colored pixel is accepted or not. If difference is less than or equal threshold value, then we
can regard this gene as vital and a copy of it can be propagated to both offspring, otherwise the gene
is lethal and is insufficient to be propagated next. Fig. (3).6 below depicts the scheme of SUX
operator.

Parent 1 Parent 2

/V ital genes \

\Gene 14 /

SUX

!

7

N
Bl
B

\
\\‘

%

Offsprin

1 Offspring 2

oQ

Fig. (2) SUX operator.
As can be seen from the figure, the vital genes of parentl and parent2 are spread out over the
generated offsprings. Moreover, SUX operator allows competition between two vital genes of one
location to propagate the winner. However, lethal genes remain in their chromosome to its offspring
without propagating to the second offspring. Additionally, for crossover operator there is a very
important parameter that is crossover probability Pc. The normal range for Pc is between 0.5 to
0.8.
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MUTATION OPERATOR

The second perturbation operator that manipulates the genetic material of individuals is mutation,
which traditionally in GA plays as background operator. It randomly alters the genes of a
population with a predetermined (normally low) probability, p, from 0.005 to 0.05 to avoid the

algorithm from becoming a purely random search. A gene in the chromosome may be altered to any
value (from 1 to the myg *ng, full size of source colored image ) if the condition of mutation is

satisfied .

ELITISM STRATEGY AND STOPPING CONDITION

Elitist selection is the idea of preserving the best individual of a population in future generations.
Elitist GAs copy the individual with the best fitness encountered so far into the next generation.
Different stopping conditions are used in GA literatures. However, we use the most common one.
The GA is allowed to run to a maximum number gen-max, of generations [Gol89].

CONVERGENCE OF THE PROPOSED COLORIZATION SYSTEM

The genetic algorithm introduced in the previous section employs exhaustive searching
(or explore the luminance search space of the source colored image), which makes it slow. To
compensate the lack of human intervention and at the same time accelerate GA speed, an
acceleration approach is proposed here. Acceleration works by considering neighborhoods Ns
source colored pixels with their luminance values given the luminance setting selected by the
genetic algorithm for a given individual. The proposed acceleration can be formulated as:

1. Determine the size of the neighborhood N, e.g., 3%3,5*5 | etc.

2. Select the best GA individual to be modified.

For each gene content of the selected GA individual, the acceleration searches over those Ns
neighborhood of the colored pixel indexed by the gene content, / , and replace it with the index, J,
of the neighborhood pixel that has luminance value close to the luminance value of the gray pixel
indicated by that gene.

By this way, the search technique imposed by the proposed colorization system has two forms. A
global search ability manifested by the genetic algorithm to explore the luminance search space of
the source colored image to locate suitable regions (or swatches) to that of the luminance regions of
the target grayscale image. This global search is hybrid with a local search that exploit the selected
GA swatches for most suitable pixels luminances to that of the corresponding pixels in the target
grayscale image. In short, there is a collaboration between the explorative power of the GA and
exploitative power of the acceleration search.

RECOVER COLOR INFORMATION

The last step to do is that how to display the target image on the screen as a colored RGB one. This
step represent how to extract phenotype of a GA individual and displaying it in RGB space on the
screen. Figure 3.9 illustrates the color recovering sequences.

Recall that the target and the source images are represented in RGB color model. After processing
(by GA and local accelerator) in luminance space, we can recover the color at each gray pixel by
copying the two chromatic channels (Clgand C2g) of the genetically chosen selected source

colored image pixels into the output target image, combining them with the target luminance
channel L., and then followed by a conversion back to RGB color space.

RESULTS

The experiments have been performed on a database of different image classes with a total of 30
images of colored and grayscale natural scenes. Both source colored and target grayscale images of
a colorization query are taken from this database. In general, database images can be divided into
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two groups: homogeneous and heterogeneous. Images that include a single object in the foreground
and this object is clearly discernible from a mostly homogeneous background is said to be
homogeneous (e.g. Apple, sunsetl, and tigerl). On the other hand, an image that has multiple
objects on the foreground, or has a cluttered background, or is illuminated in an uneven way is said
to be a heterogeneous image (e.g., Trees, White Rose, and yellow Roses). Note that some images
may not conform to this loose definition of the homogeneous or heterogeneous group. In other
words, they could be semi- homogeneous or semi- heterogeneous images. Intuitively, for the
colorization problem, a heterogeneous image is more complex than a homogeneous one. A
colorization query requires two images, one source colored image, and one target grayscale image.
Although input images can be taken from different classes, and one can just to see how this
colorization technique work, we select input source and target images to be of the same semantic
meaning. For example, the input to the colorization query can be a pair of cats, a pair of sunsets, etc.

Fig. (3) Results (source colored image + target grayscale image = target colored image).

CONCLUSIONS

The presented results analyze the behavior of the genetic algorithm for grayscale image colorization
problem experimentally. The core of the proposed colorization technique consists of searching
luminance in a high dimensional space using genetic algorithm. The genetic algorithm searches for
each target pixel, the most suitable source pixel that matches in luminance value. Take a simple
example the case in which the source and target images are both of size 3232 pixels. Then for

each target pixel of the 1024 (32#32) pixels, the genetic algorithm explores the 1024 candidate
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source pixels for best possible luminance match. This leads to a huge search space size of 1024'%**

potential solutions. Taking this problem complexity into account, it can be argued that the proposed
colorization technique achieves convergence to suitable and near realistic results in a fully
automatic way (without human intervention) and without adding excessive iterations.

The results of the proposed colorization system, as a whole, demonstrate that it is possible to color
many grayscale images (including natural scenes, cartoons, and scientific data) in a way that is
completely automatic and look, reasonably well using a GA of small population size and a few
generations evolution. Further, this technique works well on scenes where the image is divided into
distinct luminance clusters. More images can be colorized using this technique with better results
but at the expense of increasing the GA population size and/or generations number. The satisfactory
quality of the technique is established by collaborating the exploration power of the genetic
algorithm with the exploitation power of the local acceleration search operator. One can imagine
that the GA can locate the most suitable clusters (in luminance and / or texture) to those of target
image while the local accelerator searches the located GA clusters for most suitable pixel
(in luminance) to transfer its color to the corresponding grayscale pixels.
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AEROTRIANGULATION BY COPLANARITY

Miss Fanar Mansour
Surveying Engineering Department/Engineering Collage/Baghdad University

ABSTRACT

Before corresponding points in photos taken with two cameras can be used to recover distances to
objects in a scene, one has to determine the position and orientation of one camera relative to the
other. This is the classic photogrammetric problem of aerotriangulation. Iterative methods for
determining X,Y,Z ground positions for unknown points using aerotriangulation process, were
developed long ago; without them we would not have most of the topographic maps we do today.
Described here in this research a simple iterative scheme for recovering relative orientation process
then applying intersection problem (vector method) using the condition of coplanarity, out of the
usual for photogrammetrists in using the familiar condition of collinearity. The data required is a
pair of bundles of corresponding rays from the two projection centers to points in the scene. It is
well known that at least five pairs of rays are needed, because, each object point gives only one
equation. The results were amazing according to the variances that have been obtained for the
angular orientation elements. The programs have been written using Matlab software ver. 5.3.
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INTRODUCTION

Aerotriangulation is the term most frequently applied to the process of determining X,Y & Z
ground coordinates of individual points based on measurements from photographs.
Aerotriangulation process can be applied using different techniques, such as analogue,
semianalytical, analytical and of course digital techniques. Analytical aerotriangulation tends to be
more accurate than analogue or semi analytical aerotriangulation, largely because analytic
techniques can more effectively eliminate systematic errors. Several different variations in
analytical aerotriangulation techniques have evolved. Basically, however, all methods consist of
writing condition equations, which express the unknown elements of exterior orientation of each
photo. The equations are solved to determine the unknown orientation parameters and the ground
coordinates of unknown points. The most commonly used methods enforce one of two conditions:
collinearity or coplanarity. In coplanarity method (that used in this research), one equation may be
written for each object point whose images appear on both photos of the stereopair. The coplanarity
equations do not contain object space coordinates as unknown; rather, they contain only the
elements of exterior orientation of the two photos of the stereopair. Therefore; after solving for the
elements of exterior orientation, object point coordinates are calculated, by solving the space
intersection problem by colliniarity,or using the vectors method that have been used in this research.

COPLANARITY CONDITION
The coplanarity condition equation illustrated in Fig (1) is fundamental to relative orientation.

When relative orientation is achieved, the vector Rn from O,to P, will interest the vector §2i from

O, to P, and these two vectors together with air base vector, b , will be coplanar.
Unregistered HyperCam
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Fig. (1) The coplanarity condition
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Hence, their scalar triple product is zero. That is
F,=b-R,xR, =0 (1)
Where F, is the mathematical model. Furthermore,
B bx Xor=Xo
b=|by |=| Yo, =Yy
bz Zoz - Zm

1

X, Xii — X
R, =Y, :K1M1T Yii = Ya :K1M1T"71

Z; -f
Xy Xoi T Xea

kZi =| Yy |= KoMy | v, =y, | = KoM, -7
Zy; -f

K, and K, are scale factors, 7; and 7, are the corresponding location vectors in camera space.
ny, Ny, Ny,

T_
M* =\m, my, my

my; Ny Ny

COSPCos K —cos@sink sin ¢

=| coswsin K+ sin WSin Pcos K COs WCOS K —sin wsin Psin K —sin wWcos @

sin Wsin K —cosWsin Pcos K Sin WCos K+ cos@sin@sin kK’ cos Wcos P

The assumptions made about the rotation matrix M are:

The rotations are in a right-handed system.

The rotations, proceedings from the ground (or model) system to the photo system of
coordinates are @ primary, ¢ secondary, and k tertiary.

X/
X4

L)

53

%

Equation (1) may be written in determinant form as,

by b, b,
=X, Y, Z, =0 (2)
Xy Y, Zy,

Now, let K, =K, =1 and x, =y =0 .Then, using photo 2 for the dependent method of
relative orientation,

a)lzgz)l:lq:byl:b =0

z1
Here
b, = by2 —byl and b, = bZ2 —bZl

The vectors éu and Iézl. are then reduced to
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X, I 0 Of x, X,
I_éli =Y, [=]0 L O} y [=]| (3)
Z, 00 Ij-f - f
X, X,; COSPCOS K — Y, cos@Psink — f -sing
ﬁz,- =Y, |=]|xy (cos wsin k + sin wsin gcos k) + Vai (cos wcos k — sin wsin @sin &)+ f - sin wcos @
Z,, Xy, (sin wsin x — cos wsin gcos k) + Vai (sin @cos k + cos wsin @sin k) — f - cos @cos @
“4)

Note here that @,¢, and x are for camera 2.

Substituting Eqs (3) and (4) in Eq (1) and then expanding and rearranging, the mathematical model,

F, is given by:

F = [bxyll. —=b,x, J[le. (sin wsin k — cos wsin gcos k) + y,. (sin @cos k + cos wsin gsin k) — f - cos wcos ¢

+ [bxf +b,,x,; ][le. (cos wsin k + sin wsin @cos K)+ Vai (cos wcos k — sin wsin @sin K)+ f -sin@cos ¢]
+ [bﬂf + bzzyli][y2i cos@sin K — x,, COSPcos K+ f -sin ¢] = R 5)

LINEARIZATION OF THE COPLANARITY CONDITION EQUATION
The coplanarity condition equation (eq. (5)), is linearized into the general form:

[A1V,)+[B]A)+(F,)=0

Where

_ (observed quantities)
{2’} : 32 ’; (parameters)
(F Oi) =F ,

(a vector of residuals)

Here:-
R LA A 5
i axlz ayli ax2i ayzi
b, by b,
oF, o 1 1
a_ =My My, My
'xlt
Xy Y Zy
b, by b,
= 1 0 0
Xy Y, Zy
= (bz ) Y21 _by ’ ZZi)
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(evaluated with observations and approximate parameters)

(a vector of corrections to approximate parameters)

(6)

(7)
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Substituting from Eq.(4):-

oF, ) . . . o )
~=b, [le. (cos wsin & + sin wsin @cos k) + Vi (cos wcos k— sin wsin @sin &)+ f sin wcos ¢] -

ox;,
b, [X iy (sin wsin &k — cos wsin gcos k) + Vi (sin @cos & + cos wsin @sin k) — f cos wcos ¢1 ............... 9)

Similarly,
b, b, b,
JF, b1
g =My My My
! X2i Y2i ZZi
b, b, b,
=0 1 O
X2i Y2i ZZi
=(b, 2, -b.- X)) (10)
=b, [in (sin wsin x — cos wsin gcos k) + Vai (sin wcos k + cos wsin @sin k) — f cos wcos ¢]
—b_[x,;cospcos kK — y,,cos@sin & — f$in@....cooooenenne. (11)
Furthermore,
oF b, b, b,
—= X, Y, Z;
0x,, 1 1 1
my, m, nmy;
b, b, b,
= X, Vi - e 12)
COSPCOSK COSWsin k' +sin Wsin@cos K  sin wsin kK — cos @sin ¢cos K
= (bx Y —b, - x, )(sin @sin & — cos wsin gcos k) + (bx f+b, - x, )(cos @sin k + sin wsin gcos k)
—(b, - f +b. - 3, )c08PCOS Ko (13)
- (b, b, b,
—= X, Y Z;
9y, 2 2 2
my My My
bx by bz
= X,; Vi —f e 14)
| —COSPCOSK cos@sink —sin@sin@sin K sin @sin k' + cos @sin gsin kK

= (bx "y —b, -xll.)(sinwcosx+cosa)sin¢)sin K)+ (bx - f+b, -xli)(cosa)coslc—sin @sin @sin K)

+(b, - f +b. -y )cosPSin Ko (15)

And:-
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OF OoF OoF O0F OF
[Bz] — i i i i i (16)
ob, ob, Jm, J¢, Ik,
ﬂ - _ Xli Zli (17)
abyZ Xy Zy ‘

From equation (4):-

oF,
ab—’ =X, [le. (cos wsin g cos & — sin wsin &) — Vi (sin @cos K+ cos wsin @sin k) + f - cos DCOS ¢]
y2
—f-[le. COS@PCOs K — y,, cos@Psin K—f-sin;/)} ....................... 18)
Similarly,

aE _ Xli Yli
ob, |X, Y,

=X, [le. (cos @sin K + sin @sin ¢cos K) + ¥y (cos @Cos K — sin @sin @sin K) + f -sinwcos ¢]

- Yy [le. COSPCOS K — y,, cos@sin kK — f -sin ¢] ....................... 19)
SF b, b, b,
— il X Y. Z

00 | 3K, A, 0z,

=X Vi _f (20)

From equation (4):

90X,
0,
I,
0w,

=0

= x,,(cos wsin gcos & — sin wsin k) - y,, (sin @cos k + cos wsin gsin &)+ f - cos Wcos @

And

9Z,,

5 =Xy, (cos wsin & + sin wsin gcos k) + Vi (cos mwcos & — sin wsin @sin &)+ f - sin wcos @
a)Z

Now, substituting values in eq. (20):
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oF, ) ) . . o .
a_a)z = (bx "y —b, - x, )(le. (coswsin &+ sinwsingcos k) + y,,(coswcos k —sin wsin gsin k) + f - sinwcose)
+ (bx “f+b, - x, )\f - coswcose + X, (coswsingcos k —sin wsin k) — Vs, (sinwcos &+ coswsin @sin k)
....................... (21
OF b, b, b,

—=| X, Y, Z,
¢
2 aXZi aYZi aZZi
| 0¢, 04, 99,
b, b, b,
= M yw o —f (22)
aXZl aYZi aZZt
| 99, 99, 09,
From eq. (4)
0X,.
2L = —x,, sin@cosk + y,, sin@gsin kK — f - cos ¢
99,
Y, . . . . .
2L = x,. sin @CcosPcos kK — y,, sin @cos@sin K — f - sin @wsin @

o9,
0Z,. . .
Té’ = —X,, COSWCOSPCOS K + y,, COS@COSPsin K+ f - cos wsin @

Substituting, values into eq. (22):

oF, . :
— = (bx "y —b, -xli)(f -COS@sin @ + y,, cos @cos Psin kK — x,, cos wcos pcos k) + (b, - f +D, X))

99,
(x,; sin @cos peos & — y,, sinwcos gsin k' — f -sinwsing)+ b, - £ +b, - y,,)

(le. sin@gcos kK — y,, sin@gsin K+ f -cos 1) N (23)

1i 1i li

oK, |ox, oy, oz,
ok, OJk, OK,
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=Xy Vi _f (24)

From eq. (4):
0X . .
—2L = —x,, cos@sin kK — y,, COSPcos k
ok,
dY,, ) o . ) )
5 2= x,, (cos mwcos & — sin wsin @sin &) — Vi (cos wsin x + sin wsin gcos k)
KZ
dZ,, . o . . .
5 2 = x,,(sin @cos & + cos wsin @sin k) — y,, (sin wsin k¥ — cos wsin Pcos k)
K2

Now, substituting the values into eq. (24):

o
oK,
(bx “f+b, - x; )- (xZi (cos wcos k — sin wsin @sin k) — Vai (cos wsin & + sin wsin gcos k) +
(by “f+b, -y, )(xﬁ cos@sin K+ y,, COs Pcos g T (25)

= (bx "y —b, - x, )(le. (sin wcos & + cos wsin @sin k) — y,,(sin wsin k¥ — cos @sin gcos k) +

Here in our case, we use two overlapped photos with six points appear on each one, so the
dimensions of the matrices will be:

[Al](1><4) 0 0 0 0 0

0 [A)., O 0 0 0

_ 0 0 [A3](1><4) 0 0 0

A=l o 0 0 A O 0

0 0 0 o [Al., o

0 0 0 0 0 [Ady ]
[[B.]s) |
[B,]1s)
B _ [BS](1><5)
(6x5) [ B, ](m)
[Bs](lxs)
_[B6](1><5)_
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F0(6><1) =

A(le) = Aa)

I [V1 ](4><1) |
[Vz ](4><1)
[V3 ](4><l)
[V4 ](4><1)
[Vs ](4><1)

L [V6 ](4><1 )

V(24><1)

Here

The numbers, (24) refers to the number of observed quantities, (6) refers to the number of condition
equations where observed quantities and unknown quantities are present, and (5) refers to the

number of unknown quantities.

LEAST SQUARE SOLUTION OF THE COPLANARITY CONDITION EQUATION
Coordinate observations at five selected points give a unique solution of the parameters
(by,,b.,,0,,¢, and k,). However, when redundant observations are made, an adjustment situation

arises, and the principles of least squares is applied to minimize the sum of the squares of the

residuals.

The solution vector (A) is given by
A=-(B"M"'B)'B"M'F,

Where

M =AWA"

W = weight matrix associated with the observations
VWV =-KL'F,

Where

KL=-M"(BA+F,)

The unit variance m_ is given by

, V'wv
m =

o

r—u
Where
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r = number of condition equations

u = number of unknown quantities

(r —u) = the degree of freedom

The weight coefficient matrix of A can be written as

0, =(B"M"'B)" (29)
The variance-covariance matrix of unknown parameters is
Y A=mQ, .(30)

The corrections A are added to the approximate values of the parameters which were used in
computing the coefficients of FZ[A ] and [Bi]. It is sometimes necessary to iterate the solution

until the corrections are negligible. Quantities related to both the parameters and the observations,
should be updated for each iteration. The number of required iterations depends on the initial
approximations, the total number of parameters, and the geometric strength of the model. Here, we
used 6 iterations depending on the conditions above. There are several criteria, one of which may be
used to terminate the iteration in a particular case, e.g., minimum variances of 0.00001rad for the
angular orientation elements (as used by NOAA).

INTERSECTION BY VECTORS
The intersection of five pairs of rays 131 and Ez is the condition for relative orientation. After the

relative orientation one may find, however, that the rays fail to intersect, i.e., there may be residual
parallaxes. Therefore, one must define a point which will represent the location of intersection

(acceptable for model point coordinates). A suitable point is one mid way along the vector D
between vectors El and 132 (see Fig. (2)) in the region where the rays come closest together.

Unregistered HyperCam

Fig. (2) The intersection concept in coplanarity condition

The direction (but not the length) of vector D which is perpendicular to both Iél and Iéz is given by:

D=RXR,  oeeiiinnn. (31)
From this it is apparent that
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K,-R+d-D+K, R, =b (32)

Where K,,K, and d are three unknown scalar multipliers (scale factors). Equation (32) has three
components and, therefore, it may be solved for the three scalars.

The vectors ﬁl and I?z are determined using Egs. (3) & (4) after evaluating the final matrices [M, ]
and [M 2]. The base components (bx,by,bz) are also determined after the relative orientation

procedure.

Equation (31) can be written in the form:
Dy YZ,-2Y,

D=|D, |=|2X,-XZ, .(33)
D, XY, -1 X,

Since the triangulation is performed in the X direction (of strip), it is possible, as a harmless

approximation of this condition, to choose for D the unit vector along the Y direction (i.e.,Y
Parallax in the model space). In this case the scalars K, and K, are given by:

R,,-b.—R,, b

K, = = z (34)
Rzz ’Rlx _sz 'Rlz

And

K, = R bRy b 33)

Ry, Ry —Ryx "R
Here, the coordinates of the required point P are:

Xp=Xp +K, Ry
YP = 1/2[(Y02 + Kz 'R2Y)+ (Y01 + K] 'Rly)] (36)
Zp=Zy+K ‘R,

The residual Y parallax which is the scalar d, is given by:
d = (Yoz +K, 'Rzy)_ (Ym + K, 'R1y) (37)

RESULTS
The results that have been gained in this research are:-

1- Relative Orientation:-

Y,, (m.)

Z,, (m.)

@ (rad.)

$ (rad.)

x (rad.)

2360.129

3699.116

-0.0093

-0.0099

2.1259

1.8415

2- Space Intersection:-

1.7578

5.143*107-8
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X (m.) Y (m.) Z (m.) Parallax (mm.)
5985.340 153.897 1079.300 0.532
7824.516 709.731 1089.001 0.400
8500.109 1568.394 1087.120 0.009
7911.999 2839.722 1104.580 0.987
7054.110 2061.984 1088.110 0.031
5610.441 930.651 1081.125 1.631

CONCLUSION

Methods for recovering the relative orientation of two cameras with respect to each other are of
importance in aerotriangulation problem. An usual iterative method for finding the relative
orientation parameters then easily computed the ground coordinate points that appear in the coplane
between two pairs of stereo photographs, has been described here. This method does not use the
traditional colliniarity condition equations, even in intersection problem; but it uses the coplanarity
condition equation, which is rather hard equation (after linearization) as compared with the
colliniarity. The results that have been gained were so good, and encourage to apply on more than
two photos.
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ABSRACT

This search is mainly concerned with making a comparison between three methods for analyzing
continuous concrete bridges, Priestly, Abdul-Ahad and finite elements. Three standard Design
temperature distribution, New Zealand, AASHTO and British (5400) were used to analyze the
concrete bridges in Baghdad. The analysis of two continues precast prestressed concrete bridges in
Baghdad are presented. Another comparison as made between the thermal stresses and the stress
associated with dead and live loads. Analytical results indicated that stresses and curvature values
are very sensitive to the type of temperature distribution assumed. The suggested analytical models
for the bridge can be used to be predict thermal movement and stresses due to any shape of
temperature distribution.
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KEY WORDS
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INTRODUCTION

General Effect of Temperature on Bridge

Bridge structures are usually subjected to a complex environmental exposure that changes with
time. The ambient air temperature, solar radiation, air velocity, and humidity are the parameters
most significant to produce changes in bridge temperatures. As indicated for a typical section in
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Fig. (1), ambient air temperature and solar radiation can be expected to follow two cycles, diurnal
and yearly. The daily cycle produces temperature fluctuations and variations in the bridge structure.
The yearly cycle is responsible for overall expansion and contraction bridge deck movements
(Emanuel, 1978) . Further

Understanding of bridge behavior due to thermal effects is needed for design purposes. Most of the
existing codes have no direct provisions, which guide the designer on how to calculate thermally
induced stresses. Temperature stresses in a bridge structure due to non-uniform temperature
distribution have attracted the attention of several investigators. It has been established in general
that temperature induced stresses must be considered in the design of bridge superstructures
(Rodolli, M., 1975).

[BMBIENT _TEMPERATURE]

Re-radiafion
TS

[EMBIENT_TEMPERATURE]
Fig. 1.1 Factors Affecting Thermal Response of a Concrefe
Bridge (Ref. 7 )

Fig. (1) Factors Affecting Thermal Response of a Concrete Bridge. (Priestly, M. J. ,1978)

Thermal Stresses ( Johns, D. J. ., 1965)

Most substances expand when their temperature is raised and contract when cooled, and for a wide
range of temperatures this expansion or contraction is proportional to temperature changes. This
proportionality is expressed by the coefficient of linear thermal expansion (o) which is defined as
the change in length which a bar of unit length undergoes when its temperature is changed by 1°c. If
free expansion or contraction of all the fibers of a body is permitted, no stress is caused by the
change in temperature. However, when the temperature rise in a homogeneous body is not uniform,
different elements of the body tend to expand by different amounts and the requirement that the
body remains continuous in the same initial shape conflicts with the requirement that each element
expands by an amount proportional to the local temperature rise. Thus the various elements exert
upon each other a restraining action resulting in continuous unique displacements at every point.
The system of strains produced by this restraining action cancels out all, or part of, the free thermal
expansions at every point. This system of strains must be accompanied by a corresponding system
of self-equilibrating stresses. These stresses are known as thermal stresses. Also, if the temperature
change in a homogeneous body is uniform and external restraint limits the amount of expansion or
contraction, the stresses produced in the body are termed thermal stresses.

THERMAL MOVEMENT

Thermal movement of a concrete bridge involves a displacement and a rotation caused by a
combination of many factors such as:

The time-dependent solar radiation, air temperature, material properties (coefficient of thermal
expansion, modulus of elasticity, shrinkage, creep), surface characteristics, section geometry, span
length, types of bearing*.The movement discussed in this research is the longitudinal movement
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(the longitudinal expansion and contraction movements). The magnitude of the range of movement
experienced by a bridge during its life is one of the factors which influence the choice of both the
type of expansion joints and the type of bearing to be used .( Emerson, M., 1981) Additional
movements at joints can occur due to settlement, accidental structural damage, wind and vehicle
impact. The magnitude of these movements is dependent on the severity condition. These
movements are not considered in this paper.( Roland, L. P., 1983)

METHODS OF ANALYSIS

1- Priestly Method

A theory was presented by Priestly’ enabling longitudinal temperature induced stresses to be

predicted for an arbitrary section shape subjected to an arbitrary vertical temperature

distribution. The following assumptions are made in developing the theory:

a- Material properties are independent of temperature.

b- Homogeneous isotropic behavior is assumed.

c- Plane sections remain plane after bending is valid.

d- Thermal stresses can be considered independently of stress or strain imposed by other loading
conditions.

e- Temperature varies with depth, but it is constant at all points of equal elevation.

Free Deformation Free Deformation

NMP : i‘P t ?P ay
P :M P:-M
Ly Ly

moments moments

Restraint Forces Restraint Forces
(a) INTERNAL DEFLECTIONS RELEASED (b) INTERNAL ROTATIONS RELEASED

Fig.(2) Thermal Continuity Forces by Removal of Internal Redundancies. (Priestly, M. J. ,1978).

The Concept of Equivalent Temperature Difference

A procedure was developed by Abdul-Ahad?® for calculating thermal stresses induced in continuous

bridge structures by using the equivalent linear temperature distribution. The following steps are

followed:

Stepl-Compute the eigen stresses through the bridge cross section due to applied temperature

distribution

Step2- Find the temperature required to produce eigen-stresses.

Step3- The temperature found in step 2 is subtracted from the applied Thermal load.

Step4-The temperature found in step3 is the linear temperature, which causes the deformation of the
structure. The nonlinear part of the temperature which gives the eigen - stress does not cause
any deformation because the resulting forces are self-equilibrating.
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Step5- The linear temperature is applied as a load on the structure.
Through the use of this procedure, any shape of temperature distribution can be represented by an
equivalent linear temperature distribution so that the linear temperature can be applied as a load on
the structure using any readily available program by assuming a two — dimensional frame model to
include the flexural stiffness of the piers.

The Finite Element Formulation

-A readily available computer program SAP86 was used. It is a finite element program for
analyzing linear structural systems.

-The analysis was carried out by using 4-noded two-dimensional finite element.

-The Two-dimensional quadrilateral element which has been used in the mesh was plain stress
elements. Each of the four nodes comprising the two-dimensional finite element has translational
degrees of freedom in only Y and Z global coordinate directions.

- For the (2-dimensional) case plain stresses we have oy, 6z and Z;Z exist. The normal stress in
x-direction is zero.

-For linear elastic isotropic material:

Ey=Ez=E

Vy=Vz=V

E
Gy=G= E57G + )

-Thermal load: The program computes thermal load using the nodal temperature. The specified
nodal temperatures describe the actual temperature distribution in the structure.

= N/

Y

Local and Global
Y=Z

a - Typical Two Dimensional Element- b- Out Put Stresses For Element

Fig.(3) Typical Element and Stress Output for Two Dimensional
Finite Elements.

CASE STUDY

Tow types of prestressed concrete bridge have been investigated in this research. Thermal stresses
and curvatures have been computed due to number of different temperature distributions.

I- Case A: Bab Al-Mouadam bridge (previously called 17 th July bridge).

2- Case B: Baghdad-Abughraib Bridge (A7).

In order to obtain an analytical solution, a model for the bridge is needed. Two analytical models
are presented for each bridge:
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Model No.1: A Simple Continuous Model.
Model No.2: Longitudinal Frame Model.

1-Case A: Bab Al-Mouadam bridge (previously called 17 th July bridge).:
After presenting the methods of the analysis, it is pertinent to apply the analysis to existing
bridges.Fig. (4) shows the first model of the bridge the simple continuous one while Fig. (5) shows

the second model of the bridge.

EI AN EI AN EI AN EI L El
45 60 60 60 45
e o | | e |
Fig. (4) Model No.1 of the Bridge Case A
ABSST%SNT‘ T T NG T‘ 0.2 5% 04 GTX‘SS%ENT
| |

i

B

|

17.7
15.200

(1.A)
kceaiard

Q0

Pier Cap

3

U

T oo

(I,A) Superstructure

N.A
I; 201 Superstructure

(1,A)
m | Per Stem
1A

Bottom of Footing
Assumed Fixed

Fig. (5) Model No.2 of the Bridge Case A

Fig. (6) shows a typical comparison of curvature values due to different temperature gradients. The

maximum value of curvature was obtained from ASSHTO

Specification,(7.36*10'5 m‘l), while the value of curvature due to New Zealand and

B.SSpecification are (6.36*10-9 m-1) and (1.92%10 =5 m —1).
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o
—17.36Xx10 m

=5 -1
6.36x10/m.
-{606x10* ! .
Priestly
211 1| ==—=-- rlerk
1.92x165 _]1
-1.62x1
B-S NEWZEALAND AASHTO

Fig. (6) Curvature Between Priestly and Clark Methods Due to Different Thermal Gradients for
Bridge Case A.

Fig.(7) gives the maximum moment by AASHTO specification as (73.15 MN.m) by using Priestly
method, while the values of moment by New Zealand and B.S. standards are (63.33MN.m) and
(19.16 MN.m).

%> PAs AN A - e
J1‘45M |  s0M 1[ 60 M qL 60 M 1L 45M qL

Priestly
——=—Clark

56.89 MNm 56.8
MN.m

7315 MN.m 7315MN-m

a-AASHTO-

63.33MN-m
b- NEWZEALAND

1916 MN.m SRR

c- BRITISH STANDARD

Fig. (7) Thermal Moment Comparison Between Priestly and Clark Methods Due to Different
Thermal Gradients For Bridge Case A.

Fig. (8) indicates the sum of self -equilibrating and continuity stresses for different temperature
distributions. Maximum value of compressive stress by New Zealand specification is about (2.2)
times as large as those given by AASHTO and B.S. standards, while the maximum tensile stress by
AASHTO is about (4) time as large as that obtained from B.S. standard and one time larger than
that obtained from AASHTO specification.
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-5.83MPa -3.37 MPa -8.27MPa
+ 3. 43MF; +“1.69MP
+ =
-0. 823 MPa +365MPa 83MPa
Self -Equilibrating Bending Stresses Tor*al2 Tﬁ;"mal Stresses
a- Newzealand Temperature Distribution.
/—B.BQMPa -1.02MPa -4.41MPa
+1.23M + 0.49MFT
+ =
+0.27MPa +1.106MPa +0-83MPa
Self—?qunltbrahng Bending Srresses Total Thermal Stresses
b-British Standard Temperature Distribution
-0.22MPa -3.9MPa —4:.123 MPa
$4MR 2 1BMP,
+ =
-0.83MFa” +4.22MPa +3.39 MPa
Self- Equilibrating Bending Stresses Total Thermal Stresses
C-AASHTO Temperature Distriburion .

Fig. (8) Self-Equilibrating Continuity and Total Stresses Due to Different Temperature
Distributions for Bridge Case A

Fig. (9) illustrates the equivalent linear temperature distribution for different temperature gradients.
This temperature was applied as a load using model No.1. It is apparent that the bending moment
and stresses computed by Priestly are about (81.3%) and (81.3%) of the moment and stresses
computed by Abdu-Ahad using AASHTO specification.
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Fig. (9) the Equivalent Linear Temperature Distributions For Different Design Temperature
Gradients For Bridge Case A.
Fig. (10) shows the longitudinal frame model for the bridge and using Abdul-Ahad method due to
different temperature distributions. This model was used to predict the longitudinal movement at the
abutment.
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Fig.10) Beam Element of the Bridge Case A.

Fig (11) shows the mesh of the finite element for beam layout, the properties
Listed in Table (1.) have been used as input data in the SAP Program.

Tablel Properties of Concrete

Property value
Modulus of Elasticity ( Ec) 30x103 MPa
Poissen’s Ratio ( V) 0.2
Shear Modulus (Gs) 12500 MPa
Coeffecient of Thermal Expansion (&) 12 x10%/¢°
Y
h=}
—
0
> s
S 4 2
o
—_—
= a=200mm
b =400 mm
- c =250mm
—t d =150 mm
~ e=681mm
LeLeLeleLe e e | e eLeLeLeLeLeL X
1 * 1 + * + + -+ -+ + -+
Fig. (11) The Mesh of The Finite Element Analysis For Beam of Bridge Case
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Fig (12) shows a good agreement of stress values between Priestly and finite element methods
using model No.1 due to different temperature distributions.

x Priestly Method-
5927 Mpe 7 PR ~4.123MPa
/ ; _J
C
L2
®
o
k2
o
C
kS
L
R
+2.83 MPa - 0-88MPa +3.39 MPa
a-NEWZEALAND TEMPERATURE b-BRITISH STANDARD. c-AASHTO SPECIFICATION .
DISTRIBUTION -

Fig.(12) Total Thermal Stresses Comparison Between Priestly And Finite Element Methods Due

to Different Design Temperature Distributions For Bridge Case A.

Fig. (13) shows the stress distribution produced at the end of the first span by dead, live and thermal
loads, due to New Zealand, British and AASHTO specifications. It appears that AASHTO
specification overestimates the maximum tensile stress. While the maximum compressive stress

induced by the New Zealand specification.

-5.27 MPa — 0.903MPa -9.27MPa -15.45Mpa
+ + =
+5.72MPa +0.897MPa +2.83MPa +9.52 MPa
DEAD LIVE THERMAL TOTAL
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. o L =
+5.72 MPa +0.87 MPa + 0.83 MPa +7.52 MPa
DEAD LIVE THERMAL TOTAL
b-B8ritish Srandard Temperature Distribution .
~527MPa -0.903MPa -4.12 MPa =10 .3 MPa
+ -+ =
+572 MPa + 0.97 MPa +3.39MPa +10.07MPa
__DEAD _ _LIVE THERMAL _ToTAL
c - AASHTO Temperature Distribution .
Fig.(13) Service Load Stresses Including Thermal Stresses Due to
Different Temperature Distributions For Bridge Case A.
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Case B: Baghdad-Abughraib Bridge (A7)
The same methods presented were used in the analysis of this bridge.Fig. (14) shows the first

model of the bridge, the simple continuous one.

ET 7~ EI FAY ET #43- El
m

63 | 335 ™ | 420" | 63 N
¥ [ i 1

Fig.14 Model No.1 of the Bridge Case B.

Fig. (15) shows the second model of the bridge.
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Fig .(15)Model NO.2 of the Bridge Case B.

Fig. (16) shows a typical comparison of curvature value due to different temperature gradients. A
maximum value of curvature was obtained from AASHTO specification (15.22*10'5 m'l), while

the value of curvature by New Zealand and B.S. specifications were (12.96*10 -5 m-l) and

(3.96%10°5 m-1).
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Fig.(16)Curvature Comparison Between Priestly and Clark Methods Due to
Different Thermal Gradient for Bridge Case B

Fig. (17) indicates the maximum moment due to AASHTO (18.77MN.m) specification, using
Priestly method, while the values of moment by New Zealand and B.S. were (15.99MN.m) and
(4.88MN.m).

A AN A e
L -6.3M L 34.5M L 42. M ] 63M |
1 1 T 4 T
Priestly
— — — Clark
\l__—/’TIS.:jE,N]Nm\J
18.77 MN.m 1858 MN.m

a- AASHTO

15.99 MN-m 15.82MN-mM

b-NEWZEALAND

4.88 MN.m ' ' 2.83MN-m
c- BRITISH STANDARD

Fig.(17) Thermal Moment Comparison Between Priestly And Clark
Methods Due to Different Thermal Gradients For Bridge Case A.

Fig. (18) indicates the sum of self-equilibrating and continuity stresses for different temperature
distributions. The maximum value of compressive stress by New Zealand standard is about (2.0)
times as large as those given by AASHTO and B.S.standards, and the maximum tensile stress by
AASHTO is about (4.5) times as large as that obtained from B.S standard and (1.25) times larger
than that obtained from AASHTO specification.
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Fig.(18).Equilibrating, Continuity And Total Stresses Due to Different
Temperature Distributions For Bridge Case B.
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Fig. (19). illustrates the equivalent linear temperature distribution for different temperature
gradients.

This temperature was applied as a load using model No.1, It is apparent that the bending moment
and stresses computed by Priestly method are about (57.6%) and (57.6) of the moment and stresses
computed by Abdul-Ahad using AASHTO specification.
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/ - ™
4 =
2.5 - 746 3 -4.96
Applied Temp. Eigen Temp. Equivelant Linear Tem
a- Newzealand Temperature Distribution.
13.5 -8.936 4.563
+ =
2.5 ~ -3.919 -1.419° ]
Applied Temp. Eigen Temp. Equivelant Linear TJemp.
b-=British Standard Temperature Distribution.
6.7 0.55 1695
o= =
. . 56 569
A l i T . Lige . Tve i
AP ™ e e ur SO A My s 00120t Linear Temp.
Fig. (19)The Equivalent Temperature Distribution For
Different Design Temperature Gradients For Bridge Case B.

Fig. (20). shows the longitudinal frame model for the bridge using Abdul-Ahad method due to
different temperature distributions, this model was used to predict the longitudinal movement at the
abutment.
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Fig.(20) Beam Element of The Bridge Case B.

Fig. (21) shows the mesh of the finite element for beam layout, the same properties listed in Table
1 were used.
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Fig. (21) the Mesh of the Finite Element Analysis for Beam
of Bridge Case B.

Fig. (22) shows a good agreement of stress values between Priestly method and the finite element
method using model No.1 due to different temperature distributions.
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Fig. (22) Total Thermal Stresses Comparison Between Priestly And Finite

Element Method Due to Different Temperature Distributions For Bridee Case B.

Fig. (23). shows the stress distribution produced at the end of the first span by dead, live and
thermal loads, by New Zealand, British, AASHTO specifications. It appears that AASHTO
specification overestimates the maximum tensile stress, while the maximum compressive stress

induced by the New Zealand specification.
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Fig.(23)Service Load Stresses Including Thermal Stresses Due to Different
Temperature Distributions For Bridge Case B.
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However, it can be concluded that thermal effects must be considered when assessing the
serviceability of the bridge under design conditions.

CONCLUSIONS

- Results showed that the magnitudes of the longitudinal and continuity stresses depend on both
the magnitude and the temperature distribution through the cross section of the bridge.

- The bridge geometry will influence the longitudinal movements that occur as a result of
temperature change. Analysis of two selected bridges with various lengths indicates that the
longer bridge exhibits larger movement.

- For the two cases studied, comparison between the three codes indicate that there is a

convergence between the New Zealand and AASHTO specifications in calculating the curvature

and the moment while the British standard underestimates these values.

For higher temperature with B.S (5400), the agreement with the other two codes becomes better in

calculating curvatures and moments.

The analytical models developed for the bridge which greatly simplify the complexity and

dimension of the problem, can be used to predict thermal stresses, due to any shape of

temperature distribution.
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WATER PRESSURE EQUALIZATION IN PIPE NETWORK CASE
STUDY: AL-KARADA AREAS IN BAGHDAD
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University of Baghdad/ College of Engineering/ Civil Dep

ABSTRACT

In order to make a balance between the increasing of potable water demand and the available
quantity, a pipe network should be managed in an optimal hydraulic operation state. The optimal
operation of a water supply network leads to minimize the effect of the variance in pressure
between the available and minimum required pressure head. It simulates the hydraulic model and
puts the optimized project with the constraints (minimum design head=20 m, and the available
commercial pipe diameter, 1600=D 2250 mm). The objective function is to minimize the cost for
the suggested hydraulic solution to a minimum value. Pressure uniformity coefficient (UC),
Standard deviation (o) and coefficient of variance (Cv) are used to show that the pressure head at
the nodes of the network is uniformly distributed. The optimal design of the case study (R9 water
supply network) has an actual cost of 561,169,310 ID and the uniformity indices of UC=99.565,
6=3.6508 and Cv=0.1543 while the existing design has cost of 856,617,170 ID with the uniformity
indices of UC=97.909, 6=3.5977 and Cv=0.7906. Hence there is a benefit of 34.5% in the cost of
the optimal design used in this study, with high uniformity coefficient. The effect of Hazen-William
coefficient (C) on total cost showed an inversely linear effect. For the value of C=130, the actual
cost was 600,898,300 ID, i.e., the penalty cost approached to zero and has no effect on the total
cost.
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INTRODUCTION

Water is one of the essential elements of life, from early days men soon realized that rivers and
streams in their natural states seldom provide, adequate water to satisfy their needs. Water is vital
for human existence; without water there is no life on earth (Anis et.al., 1977) .

A water distribution network is a system containing pipes, reservoirs, pumps, valves of different
types, which are connected to each other to provide water to consumers. It is a vital component of
the urban infrastructure and requires significant investment(Abeb and Solomatine, 2000). The
analysis of water distribution network means evaluation of quantity of water flowing through each
pipe and pressure head at junction (node) of the system, while the design of water distribution
network means evaluation of the diameter of each pipe and the optimum configuration according to
specified requirements(Don, 1981).

The problem of optimal design of water distribution network has various aspects to be considered
such as hydraulics, reliability, material availability, water quality, infrastructure and demand
patterns. Even though each of these factors has its own part in the planning, design and management
of the system and despite their inherent dependence, it is difficult to carry out the overall analysis.
Previous research indicates that the formulation of the problem on a component basis is worthy
doing. In the present study, the problem is posed as a global optimization. The optimization model
determines whether the design is optimal or not, if not, the optimization model based on reducing
the variance between the minimum required and modeled pressure head at the nodes. This paper
deals with the determination of the optimal diameters of pipes in a network with a predetermined
layout. This includes providing the pressure and quantity of water required at each demand node.
An appropriate interface is created between a global optimization tool with the various random
algorithms, and a network simulation model that can handle steady state condition.

EXTENT OF THE PROBLEM

The problem reduced to such an extent has two constraints from hydraulic requirements. The
continuity constraints, states that the discharge into each node must be equal to that leaving the
node, except for storage node (tanks and reservoirs). This secure, the overall mass balance in the
network. For n nodes in the network, this constraints can be written as:

_ZQ,':O (1)

where Q; represents the discharges into or out of the node i (sign included).
The second hydraulic constraint is the energy constraint according to which the total head loss
around any loop must add to zero or is equal to the energy delivered by a pump if there is any:

Shf =Ep (2)
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where hf is the head loss due to friction in a pipe and Ep is the energy supplied by a pump. This
embeds the fact that the head loss in any pipe which is a function of its diameter, length and
hydraulic properties must be equal to the difference in the nodal heads. This constraint makes the
problem highly non-linear owing to the nature of the equation that relates frictional head loss and
flow. This equation can be written as:

_ag’

hf =
f G

3)

Where a is coefficient depending on length, roughness coefficient of the pipe, b is discharge
exponent and c is exponent of pipe diameter (D) which is very close to 5 in most head loss
equations(Abeb and Solomatine, 2000).

Considering the diameter of the pipes in the network as decision variables, the problem can be
considered as a parameter optimization problem with dimension equal to the number of pipes in the
network. Market constraints, however, dictate the use of commercially available (discrete) pipe
diameters. With this constraint the problem can be formulated as a combinatorial optimization
problem (Abeb and Solomatine 2000).

The minimum head requirement at the demand node is taken as a constraint for the choice of pipe
diameter. Even though the use of an exhaustive search guarantees finding the global optimum, the
fact that the computational time increases expontially with the dimension of the problem makes it
impractical to apply them in a multimodal function like this, and especially for real life-size
problems.

REVIEW OF PREVIOUS RESEARCH

Various researches have addressed this problem in a number of different ways during the past
decodes. Thawat (1973), produced a non-linear programming model for computing the pipe sizes
and pumping capacities that minimize the total cost, to satisfy the demand requirements. Pramod
(1979), determined a method based on the critical path concept to select the optimal sets of pipe
sizes for optimization of branch network by linear programming. Gerald et.al. (1981), described a
gradient technique for optimization of pipe networks. It is possible to use the value of node head,
the pipe flow, to calculate the gradient term O(cost)/0(Hi) for each node in the network. Pramod
(1983), developed a method for optimal design of multi source, looped, gravity- fed water
distribution systems subjected to a single loading pattern. The method is based on linear
programming technique and produces a locally optimal solution. Ronald and Karime (1983),
proposed a method for least cost design of water distribution network which is based on a
traditional technique of pipe network analysis. Cenedes et.al. in (1987), determined an optimal
design and operation of closed hydraulic network with pumping stations and different flow rate
conditions. Yu-chun et.al. (1987), utilized a model that can be used to determine the least cost
design of water distribution system subjected to continuity, conservation of energy nodal heads, and
reliability constraints. Kevin and Lary in (1989), determined the optimal settings for controls and
pressure reducing valves. This methodology couples was based on non-linear programming
technique. Ian and Fracols (1990), established a new methodology for reliability considerations
directly into least cost optimization design and operation models for water supply networks. Nowar
and Abbas, (1997), presented a linear programming gradient model with mathematical corrections
to find the optimum (least cost) design to pipe networks for constant and variable pumping head.
Objective function to be minimized represents the overall cost of the pipelines and cost of the
pumping station in the case of variable pumping head. Bogumil et.al (1998), demonstrated
optimization analysis by solving inverse problem such as optimal scheduling, model calibration and
design. A new generic optimization approach based on a continuous assumption and the use of non-
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linear mathematical programming is proposed. Abebe and Solomatine (2000), presented an
approach to the optimal design of pipe networks for water distribution. The problem was solved
using a global optimization tool with various random search algorithms and dynamic loading
conditions. The proposed optimization setup can handle any type of loading condition and neither
makes any restriction on the type of hydraulic components in the network nor does it need
analytical cost functions for the pipe. Paul et.al (2002), established a new management model for
optimal control and operation of water distribution systems. The proposed model makes use of the
latest advances in genetic algorithm optimization to automatically determine the least cost pump
scheduling operation policy for each pump station in the water distribution system while satisfying
target hydraulic performance requirements.

PROBLEM FORMULATION

Constraint handling

The constraint in the problem can be grouped into the following: hydrodynamic, minimum head and
commercial constraints. The hydrodynamic constraints are handled by the function network
simulation model. The optimization function handled the upper and lower bound on parameter,
while penalty function was used to handled minimum nodal constraints. Commercial constraints
reduce the parameter space to a discrete one.

This can be adjusted to the number of available commercial pipe sizes, therefore, the search
algorithms will be for the optimal pipe diameters.

Objective function

The objective function to be minimized by the optimization algorithms is the cost of the network. If
the actual cost of the network is the sole objective function, then obviously the search will end up
with the minimum possible diameters allocated to each of the pipes in the network. To tackle this, a
penalty cost is added to the actual cost of the network based on the minimum head constraint.

Actual cost of the network
The actual cost of the network (Ca) is calculated based on the cost per unit length associated with
the diameter and the length of the pipes

Ca=3C(D,)L, @)
i=1

Where n is the number of pipes in the network and C(Dy) is cost per unit length of the i™ pipe with
diameter (D; and length L.

Penalty cost
The penalty cost is superimposed on top of the actual cost of the network in such a way that it will

discourage the search in the infeasible direction. It is defined on the basis of the difference between

the minimum required pressure head (H,q) at the node and the lowest design pressure head obtained

after simulation. It depends upon the degree of pressure violation and the cost of the network in

some cases and is defined in the following way:

1- For networks in which all the nodal heads are greater than (H..q) the penalty cost is zero.

2- for the networks in which the minimum head is greater than zero but less than (H,), it increases
linearly with the nodal head deficit, i.e.:
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C :P*nf(Hmod._H

j=

)*CT )

penalty req.

Where P is a penalty coefficient and CT is the possible cost for each variance between modeled
pressure head (after simulation) and minimum required head (calculation on the cost of the
commercial pipe available) in (ID/1m), CT is a function of the pipe diameter cost, i.e.:

CT =AD" (6)

Where A,B are a constant depending on the available commercial pipes, D is the pipe diameter in
(mm) and Hyeq is the minimum required pressure head (m).
Hence the total cost (Ciorar) Will be:

Ctotal =Ca + Cpenalty (7)

Optimal design of water supply network

The method used in this paper is suited for engineers of less experience in the design of water
networks. The design procedure is performed by a computer program in the following manner:
After assuming the initial values of the diameter the network is analyzed by using the Hardy-Cross
method (Quantity balance method). The pipes will be arranged according to the hydraulic gradient
in a decreasing form, to find the lowest pressure in the network. If the modeled pressure (calculated
after analysis) is less than the designed pressure then the pipe diameter of the high hydraulic
gradient is increased, using larger commercial available diameter. After changing the pipe's
diameter, the analysis will be repeated to finish the first attempt. The program will repeat this
process until the lowest pressure reaches the designed pressure head.

For pipes of low hydraulic gradient the program will choose a smaller commercial diameter to
ensure pressure equalization. The program will repeat maximization and minimization for the pipe
diameter until the optimal design is reached, then the network cost is to be calculated to give the
minimum cost.

INDICATORS OF THE UNIFORMITY OF THE NETWORK
To identify the uniformity of the pressure distribution in the network, the following indicators are
used.

Standard Deviation (6) and Coefficient of Variance (Cv)
Considering the Standard deviation (o) an indicator to distribute the data from the arithmetic
mean.The data used to calculate the Standard deviation (o) are the modeled pressure heads.

S(P.—P,)°
i=1

o = ®)

n

Where P;: Pressure head at node i in (m), Py,: Arithmetic mean (average pressure value in the nodes)
in (m) and n total no. of nodes.
The coefficient of variance (Cv) is formed by:
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Cv = )

9
Pm

Whenever the value of the coefficient of variance (Cv) is near zero, this indicates that the pressure
head in the nodes is uniform and the results are acceptable, (Subhi and Auath, 1990)

Pressure Uniformity Coefficient (UC)

UC is a measurable index of degree of uniformity obtainable for any pipe sizes operating under a
specified consideration. The data used to calculate the Uniformity Coefficient (UC) are the modeled
pressure heads in the nodes.

nn gpi
2 (I Pi —'T 1-0.15) (10)

UC =100[1- = —
> Pi

i=l1

Where P;: Pressure head at node i in (m) and nn: total number of nodes.
A uniformity coefficient of 85% or more is considered to be satisfactory (indicative of absolutely
uniform application) (Michael 1978).

WORKING ALGORITHM OF THE COST FUNCTION
The following steps are used to calculate the cost of a network Fig. (1).

1- Number generated by GLOBE are read from the parameter file and converted to indices of pipe
sizes that represent one network.

2- The network simulation model is started.

3- The actual cost of the network (Costl) is calculated based on pipe cost.

4- From the output file of the simulation, the nodal pressure heads are extracted and the minimum
pressure is identified to calculate the penalty cost (Cost2).

5- The total cost of the network (Cost1+Cost2) is passed to the response file.

6- If the total cost is optimal then stop. If not, the input file of the simulation is updated (only the
diameters are changed) and repeat steps (2-6).

CASE STUDY: AL-KARADA WATER SUPPLY NETWORK

Al-Karada (R9) water supply network located at near the end zone of Al-Rasafa section on the
eastern bank of the Tigris river was the case study. Water supply network R9 is supplied from the 9-
Nissan treatment plant by the main transmission pipeline and from Al-kadisia treatment plant from
Al-Karak section. R9 network supplies potable water to the sections (919,921,915,913,923
,911,907,909,925) in Al-Karada district. This distribution system was laid by the SOBEA Company
and in order to define these pipes from the distribution pipeline, it is called SOBEA pipelines, see
Fig.(2), Table (1) and Table (2) shows the properties of this network .

RESULTS OF THE COMPUTER PROGRAM FOR OPTIMAL DESIGN

To satisfy the required pressure head of (H;.q=20 m) in this network, the effect of the proposed
storage tank (R9) was considered. Constructing this reservoir with a constant water level of 30 m
may give the optimum design of the network as shown in Table (3) and Fig. (3). One may consider
the difference in the diameter of the pipes that affect the network performance to achieve better
pressure distribution as shown in Fig. (4). The uniformity of the optimum design for the hydraulic
model is as shown in Table (4).
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By using Table (5), the cost of the optimal design is 561,169,310 ID while the actual cost for the
SOBEA design was 856,617,170 ID. The optimal design is 34.5% less than the actual cost of
SOBEA.

EFFECT OF HAZEN-WILLIAM COEFFICIENT ON THE TOTAL COST

Water supply networks are considered important projects designed for longtime investments. The
periodically design for such projects is within 50 years. Among the major factor considered in the
design is the friction losses used to calculate the energy losses which affects the Hazen-William
coefficient. The design diameters in the network are affected by Hazen-William coefficient. By
using assuming a constant value for the Hazen-William coefficient for the whole network and
Equation (7) the effect of the Hazen-William coefficient on the total cost is shown in Table (6) and
Fig. (5). For example, if low value is assumed for this coefficient, the losses in the network will
increase, which require using greater diameters to avoid losses in energy, as a result the network
cost will increase and vice versa .The value of this coefficient is changed with time due to corrosion
or incrustation in the internal pipe surface.

If the value of Hazen-William coefficient is greater than 130, the total cost is 600,893,300 ID, i.e.,
the penalty cost is zero and there is no effect for this coefficient on the total cost, only the cost of
pipe is to be considered.

CONCLUSIONS

The following conclusions can be deduced:

1- It is possible to optimize networks with any kind of hydraulic facilities as long as network
simulator is capable of handling it. Since global optimization method, work with any objective
(cost) functions, they can also be efficiently be used to optimize not only design but also
operation, maintenance and other aspects of water distribution networks.

2- Al-Karada water supply network is not within the optimal operating scheme.

3- The actual cost for SOBEA design pipes is greater than the optimal design by 34.5%.

4- The optimal design proposed by this study for Al-Karada water supply network has a minimum
design pressure head of 20 m and uniformity indices as UC=99.565, ¢ =3.6508, and Cv
=0.1543, i.e., uniform pressure distribution in pipe network.

5- The effect of Hazen-William coefficient (C) on the total cost of the network decreases linearly
with increasing C up to 130, above this value the penalty cost will have no effect on the total
cost.
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Fig. (1) Working Algorithm of the Cost Function
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Table (1) Pipe Properties of Al-Karada Water Supply Network.

Equivalent

Pipe
Diameter
(mm)

Hazen-
William
coeff.

Pipe
Diameter
(mm)

Hazen-
William
coeff.
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Table (2) Nodes Properties of Al-Karada Water Supply

Depth from
Surface ground
level (m)

No. of pipes
connected
to node

Draw-off
from the node
(m’/s)

0

Supply to
the node
(m?/s)

0.03172

0.00985

0

0.008

0

0.08041

0.0112

o

0

0.01431

0.007587

0.006

0.0167

0.013976

0

0

0

0.007387

0

0.011314

0

0

0.011913

Depth from
Surface ground
level (m)

Table (2) Continue

No. of pipes
connected
to node

0.011913

Draw-off
from the node
(m’/s)

[ellelie] e} (e} leo] o] o] (o] (o} lo] o] (o] (e} (e} fa)

Supply to
the node
(m’/s)

0.0153

0.009317
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Table (3) Optimal design of the network

Design diameter (mm) | Pipe length (m)

Table (3) Continue

Design diameter (mm) | Pipe length (m)

* Noted that these pipes can be neglected because there was no draw-off from the nodes which these pipes were
connected to.
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Table (4) uniformity Indicator results

Uniformity Coefficient (UC)

Standard deviation (o)
Coefficient of variance(Cv)

Table (5) Prices of Commercial Diameters for Ductile Iron Pipes Including Rubber Joint
for 1979 **

Diameter(mm) Cost ID/m length Diameter(mm) Cost ID/m length
100 4,261 700 87,983
150 4,835 800 117,342
200 5,294 900 139,600
250 5,722 1000 166,750
300 18,220 1200 264,988
350 19,942 1300 268,550
400 25,197 1400 345,479
450 47,417 1500 356, 488
500 51,155 1600 390,000

600 66,007

** This table was provided from the Baghdad Water Supply Administration (BWSA) which was very important for
calculation of the actual cost of the optimal design.

Table (6) Effect of Hazen-William coefficient on the total cost

Hazen-William coefficient | Total cost (ID)

601,052,000
600,975,700
600,919,600
600,898,300
600,898,300
600,898,300
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THE SELECTION OF OPTIMUM ROAD PATH USING
GEOGRAPHIC INFORMATION SYSTEM (GIS )

Bashar S. Al-Joboory Maitham M. Al-Bakry Oday Y. Al-Hamadany
University of Baghdad — college of engineering — Department of Surveying

ABSTRACT

In this research a modern scientific procedure was used utilizing geographic information system
GIS in selecting the optimum road path between two cities . All the programming facilities offered
by ArcView GIS software with its extensions of spatial analysis and 3D analysis to solve the
problem .The solution take a form of geographic map graduated in colors from best to bad portion
of land that the suggested road could pass through.

The proposed procedure was checked by conventional mathematical solution used in such problems
and the results were both agreed.

bl
o GIS 4 jrall o glaall L shiia aladind (e 32ELYL Cuaa e Ggld 7 )l 5 Gl 138
el L s (Al Amaal) LIS S alasials dlld s (pinne g e Gkl Jlie Jumdl Ll
il 2l Sy Cus Al Jal DU 5 IS Qs o] jal dalaiall ailisley Arc View GIS

e il w3 3y el okl Led e o Sa A e ) (I Jad) (e Ll A ie A e
A i ) Sy Jile 1388 (a8 Al Bl Fpnly ) b)) ol 2 plal o Allad

KEYWORDS
TIN, GIS, 3D analyst, spatial analysis, model builder

INTRODUCTION

The problem of selecting and designing new roads between cities is considered a common problem
in transportation engineering ,many papers presented in a try to solve the problem depending on
many techniques like mathematics, optimization or/and logic.

In this paper a new technique is presented depending on the new computer technology which is
known as model builder of geographic information system (GIS), the new method applied to real
hilly Iraqi regions to construct new road between sulaymaniya province and gala desi district and
the results were very promising, effective and successful.

SPATIAL MODEL IN GIS
In general terms, a spatial model is a representation of reality .The purpose of a model is to help you
understand, describe, or predict how things work in the real world. By representing only those
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factors that are important to some study, a model creates simplified, manageable view of the real
world.

Geographic information systems (GIS) have not only made it easy to process, analyze and combine
spatial data, but they have also made it easy to organize and integrate spatial processes into larger
systems that model the real world. However, the more complex a spatial model becomes, the more
difficult it is to keep track of the various datasets, processing procedures, parameters, and
assumptions that you have used, and that was the reason to use ArcView ModelBuilder which is a
technology from Environmental System Research Institute, Inc. (ESRI) that helps to create and
manage spatial models that are automated and self — documenting. A spatial model in ModelBuilder
is easy to build, run, save, modify, and share with others.

In ModelBuilder, a spatial model is represented as a diagram that looks like a flowchart Fig (1). It
has nodes that represent each component of a spatial process. Rectangles represent the input data,
ovals represent functions that process the input data that is created when the model is run. The
nodes are connected by arrows the shows the sequence of processing in the model.

SPATIAL AMNALYST 2.0
ModelBuilder’

{ Function

1T

\ .Funclinn‘

a

Capyright @ 2000 Enviranmenal Systems Research Institute, Inc. This program is prolecled
by LS. and irternational copyright laws as described in the About Box.

Fig. (1)

CASE STUDY

To explain the proposed method it was decided to select a case study to design a new road between
sulaymaniya province and qala desi district northern Iraq due to the availability of topographic
maps and the hilly nature of the region.

From the existed topographic maps and by scanning techniques the map of the whole region were
recreated by AutoCAD and then converted to shape files by the ArcView GIS. The surface model
was created by TIN (triangulated irregular network) command through the use of ArcView 3D
surface analyst with all feature themes as shown in Fig.(2) and Fig. (3) below.
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Fig. (3)

SPATIAL ANALYSIS

The GIS spatial analysis role is to select a suitable path for the new road by taking all possible
constraints to establish the road in a way that gives the best results from economical and logical
point of view, and also coincide with the national standards for designing highways.

The GIS model builder was used to arrange the spatial analysis for the problem and Fig. (4)
illustrates the model that has been used in analyzing for the possible best road path.

The factors contribute in the model were slope of terrain, short path, existed forests or farms, cities,
and existed roads or rivers .These factors were considered enough for theoretical study and many
other factors like the soil types could be included in real practical problems.

The model below takes into account avoiding steep areas, farms, and rivers, also the model assign

high weights for short paths, existed roads, and villages.

Yector Yector Yector YWector
Conwversion, Conwversion, Conwversion, Conwversion,

Reclass

Weighted
Overlay

Fig.(4)
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It is obvious from the model diagram above that a process of converting all the vector themes to

grid themes is necessary to perform the analysis Fig. (5)

Vector theme

Vector
Conversion

Fig. (5)

The buffering process in the model above is to create buffer zones around the short path between
the two locations at some specific distance and around each city to assign that the proposed roads
are preferred to be short, also pass through or near cities. Fig. (6) shows a part of the weighted
overlay table that assigns different weights and scale values for each input theme to produce the
final overlay map.

+nWeighted Dverlay

Evaluation Scale ;|

Define the weighted overlay table

Specify the Percent [#] Influence for each theme and a Scale alue for each input Field value, Scale Yalues wil
b multiplied by the # Influence value before they are added to ather themes. To edit a ¥ Influence value, dlick on
it and type a new ong, To edit a Scale Value, click or it, then use the diopdown list or type a valug, Cells with a
Restricted value are not added to ather themes and retain the Restricted value in the output theme. To add a new
input theme, click the Add Theme buttan. To delete: an input theme, click on its name, then click the Delete

=181

Theme button.
Input Theme ¥ Inf Input Field Input Label Scale Value .
forest faim 15 Value
1 1 1
NODATA NoData q
Tivers 15 Value
i i 1
NODATA NoData q
road 10 Value
i i B
NODATA NoData 1
Reclass Map 30 Yalue
1 0-08 q
@ 0612 i
3 12-18 7
4 1824 f
i 24-3 ]
f 3-36 1
i 3642 1
i 4248 1
q 48-54 1
10 54-6 1
NODATA Mo Data Resticted
short path Bulfer 19 Yalue
i i q
2 2 4
3 3 7
4 4 f
5 5 5
f f 4
i i 3
4 4 2 j
Fig. (6)
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The result after analysis is a map showing the different colored regions classified from very good to
bad portion of land representing the suitability for selecting the road path as in Fig. (8) .The light
green areas were assigned very good, yellow areas assigned good, green areas were assigned
middle, orange areas were assigned bad, and red areas were assigned too bad.

| 4 routesshp

N

o W ightad Dvertay

[ &75 - 1100
B 1100- 1325

e
T

Fig. (8)

From the resulted weighted overlay map it could be decided to choose the optimum road path by
carefully trying to design the path to pass through the colored areas that are indicated by good
avoiding the bad one.

For verification goal it was decided to select four road paths labeled in red as illustrated in Fig. (9);
the fourth road were selected carefully to pass through the best regions ,and according to the
analysis map it must be the optimum road path, and that should be checked by conventional
mathematical optimization techniques.

D Viewl M[=1 E3

aim

Dx
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"Toz &

Py Ty
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Bk Bm R
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[ JHoData
] Reclass Map village
[Jz00- 425
[ 425- 650
[ 550 - 675 |
| = -




) Number 2 Volume 12 June 2006 Journal of Engineering

GEOMETRIC DESIGN OF PROPOSED ROADS

The next step is to geometrically design these suggested road paths including vertical and horizontal
alignment, and then computing volumes which is an important factor in selection since it is
proportional to cost, this is done by software like AutoDesk Survey, the resulted CAD drawings are

then converted to shape files by ArcView GIS.
Profiles for these suggested paths could be also interpolated by ArcView GIS 3D analyst easily

as shown in Fig. (10)
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m i — -"‘-\_ /
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Wertical exaggeration 10 X

-E -
> o [r—
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Fig. (10)

It was found that highway with two lanes Fig. (11) is the appropriate type for designing the four
proposed roads in the presented problem, Table (1) illustrates the characteristics of two lane

highways

Table (1) Highway Characteristics — Two Lane
WIDTH (in meter)

Letter Design v c
symbol speed(km/h)

D2 . 70,60,50 0.25 1.25
*C2 80,70,60 0.25 1.25
B2 80,70,60 0.25 1.75
A2 100,80,70 0.25 2.25
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Fig. (11)

Where:-

W — Total width of highway.

a — Width of traffic lane.

¢ — Width of paved shoulder.

e — Width of unpaved shoulder.

¢ — Latter symbol of class

2 — Number of traffic lanes

v - Width of marginal strip

To prepare the road selection factors, it is necessary to study the designing elements for different
classes of highways in different types of topography Table (2).

Table (2) Design Elements for different classes

Class Of Type Of Topography
Highway Flat Rolling Mountainous
Velocity g s(e) r g s(e) r g s(e) |I r
D2 v 70 60 50
5 [55]65]65]65[85] 8 [ 7 [ 10
C2 v 80 70 60
4 5 6 [ 55 ] 6 [75] 7 ] 65 || 8.5
B2 v 80 70 60 |
4 5 6 |55] 6 [ 75| 7 | 65 |l 8.5
A2 v 100 80 70 |
55 7

MATHEMATICAL CHECK

The volumes, slopes, curves, lengths, population, bridges or culverts, and cities are all represents
the important factors in selecting the final optimum road path and this is done by the usual
mathematical techniques in transportation engineering. Table 3 below explains these computed
different factors for each suggested route and the final results.
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Table (3) Road Selection Factors

First Suggested | Second Suggested Third Snggeated Fn:nurth Snggeated

Promerties The Path Path Path Fath
F weights | Propeti o Properti 0 Properti o Prope:ti o
£s i £s i 1 : £3 *

Length | Jn) 200 10.5 18% 10.1 1954 100 1954 05 205

M. of " " . " o

horzontal curves 16%, A 10%% 4 165 5 13% 5 13%

R 10 13 5, 13 o 10 7 7 1%

ClrYes

I"."Iﬂ:{. S].l:lp 8%. 52’”-:- 5%- 3%- E?x-:- 3%- S?f::- 3%- 82’”-:-

Cut Cutrn®) 39345 132702 219273 206680

Fill 13%,

(e Filli o) 27390 Q7a07 148117 187223
Cut:bfﬂl L 0 0 0 0 L} 0 L
(Al 3% 12%% 123%, 10%% 135% 10% 100% 13%

Mo, of population 205 21000 18%% 20000 175 19000 175 23000 205

Mo, of cubrerts 13%, Q Qo 11 T 10 B # 13%

Sum 1005 T4 B2 B2 a7

The final result shows that the fourth suggested road represents the optimum path with a success
percent of 97%, and this result match the analysis map of Fig. (8), the same results were obtained
when using the method of mini-max in optimization

CONCLUSIONS

From the presented problem it was easy to conclude how a vital role the GIS analysis could play in
selecting road paths, because of its effectiveness and its logical visual (geographic) solutions for
such problems.

The weighted overlay analysis offered by the model builder technique is easy, logical, and flexible
since it offers the facility to add new factors, change weights, scale values, and run the constructed
model every time you need to get new solutions in a very short time.

It is also important to mention that GIS not only gives the solution for selecting optimum path, but
also gives the geometric design that contains types of curves and the geographic coordinates
necessary to set out the optimum road.
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ABSTRACT

Physical adsorption by nitrogen gas was studied on seven commercial platinum reforming catalysts
(RG-402, RG-412, RG-432, RG-451, RG 422,RG-482, PS-10), four prepared platinum catalysts
(0.1%Pt/alumina, 0.2 %Pt/alumina, 0.45 %Pt/alumina and 0.55% Pt/alumina), and 7y-alumina
support.

Physical adsorption was carried out by using Accelerated Surface Area and Porosimetry (ASAP
2400 device) at 77 K .

The results indicate that the surface area in genaral decreases with increasing platinum
percentage,high platinum loaded (0.45% and 0.55%) it was found that the percent increasing in
surface area was lower than those obtained for low platinum loaded catalysts , and at very higher
platinum loading 0.6 %Pt , some reduction in surface area was observed . The precipitation of Re
and Ir metals with 0.35 % and 0.6 % platinum increases the surface area , while precipitation of
0.57% Sn with 0.375% Pt/ y-alumina deceases the surface area catalyst .
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INTRODUCTION

Physical adsorption defined as adsorption in which the forces involved are intermolecular forces
(Vander Waals forces) of the same kind as those responsible for the imperfection of real gases and
the condensation of vapours, and which do not involve a significant change in the electronic orbital
patterns of the species involved[Lowell,1984].

Gas adsorption is of major importance for the characterisation of a wide range of porous
materials.Many gases and vapours, which are readily available and could be used as adsorptives,
nitrogen has remained universally pre-eminent. [Oscik,1982].

Physical adsorption or reversible adsorption is most sutaitable for surface area determinations. It is
accompanied by low heats of adsorption with no violent or adsorption structural changes occurring
to the surface during the adsorption measurement [Young,1962].The molecules physically adsorbed
are not restricted to specific sites and are free to cover the entire surface.For this reason surface
areas rather than number of sites can be calculated.[Van der Plas,1970 ].

During the adsorption,the increase of the pressure leads first to a monolayer coverage,then a
multilayer coverage is generated .When the local condensation pressure is reached,a phase
transition is produced and the pores are full with a liquid phase. This condensation pressure is an
increasing function of the pore size. After the saturation, if the pressure is decreased gradually, the
primary phenomena of the desorption is observed.On the contrary, if the desorption is started before
the complete saturation, the secondary desorption was observed.[ D.I Enach.2001 ].

Langmuir proposed equation 1 for monolayer adsorption on solid surface .

P Po P

= +
vV vC v W

m

Langmuir adsorption isotherm is based on the following assumptions, the surface contains a fixed
number of adsorption sites( ¢ [ = fraction of sites covered; 1-¢= fraction of sites not covered),
Each site can hold one adsorbed molecule,a monolayer is the maximum amount which can be
adsorbed,the sites are independent and have no interaction and the binding energy is the same for
each site and does not depend on ¢@.

The Langmuir isotherm makes no provision for more than one layer of gas adsorbing on the
surface. Frequently however, the amount of gas adsorbed continuously increases as the pressure is
increased indicating that gas sticks to the substrate and to gas already adsorbed.

Allowance for multilayer adsorption was introduced by Brunauer ,Emmett and Teller [Sing,1976
and Kenneth,2001]which develop the Langmuir equation, and they extended the monolayer
coverage to multi-layer coverage as shown in equation 2.

P 1 (C -DHP
= + )
V(Po —p) VC Vv, CPo

The BET isotherm was a generalization of the Langmuir isotherm and assumes the

following,the surface is uniform and all sites are equivalent. (i.e., no pores, steps, etc.), molecules
adsorbed on the surface sites are localized,each molecule in the first layer provides a site for
adsorption of a second layer, each molecule in the second layer provides a site for adsorption of a
third layer, and so on, there is no interaction between molecules in a given layer and molecules in
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the second and higher layers are held together by the forces in the bulk liquid whereas molecules in
the first layer are different by virtue of being bound to the surface.

In spite of the perceived theoretical limitations of the BET model, the BET-nitrogen method soon
became established as a standard procedure for surface area determination.

Empirical evidence indicated that the changeover from monolayer to multilayer adsorption occurred
at the beginning of the middle, nearly linear section of the isotherm ,and was taken by them to
indicate the completion of the monolayer .

The plot of P/V(P°-P) Versus P/P° from equation 2 gives a straight line usually with range of P/P°
(0.05-0.35)[Loweel, 1984] with slope S and intercept I which are calculated by equations 3 and 4
respectively.

I =1/V,C 3)
S =C-1/V, C 4)

It is evident that the location and extent of the linear region of a BET plot is dependent on the
adsorption system (both adsorbent and adsorptive) and the operational temperature. In view of this
situation, it is strongly recommended [Gregg,1982] that the BET monolayer capacity(V,,) evaluted
by equation 5.

Vm = 1/(S+]) (5)
Then surface area calculated by equation 6.
Sger(m¥/g) = Ny *N *V, / 22414 * 10" nm*/m?* (6)

The evaluation of S ggr 1s,0f course, dependent on the average area, N, occupied by each molecule
in the completed monolayer. In the case of nitrogen at 77 K, N of nitrogen is usually taken as
0.162 nm?, this value was originally proposed by [ Emmett and Brunuaer ,1938] and was based on
the assumption that the monolayer had the liquid form of close-packed structure.

High value of the parameter C, is an indication of strong adsorbent—adsorbate interactions. Typical
C values in the range 80150 for nitrogen at 77 K are consistent with the formation of well-defined
monolayers on many non-porous and mesoporous adsorbents [ Dubinin(1955)and Gregg1982].
Physical adsorption of gas or vapours is normally characterized by the liberation of between 10 to
40 kJ/mol of heat which is close to values associated with heats of liquification of gases . The heat
evolved on adsorption of a gas or vapours onto solid from a liquid,however,is strongly dependent
on the source and history of the solid adsorbent[Jhon and Barry,1998 ].

C value calculated by equation 7.

C=S+I/1 (7)
Heat of adsorption was calculated from constant C by equation 8 [Brunauer,1938].

This work deals with preparation of platinum y- Al,O3; catalysts wih different Platinum content and
calculation of the surface area and heat of adsorption for y- Al,Os ,prepared and commercial
catalysts by physical adsorption of nitrogen at 77K.
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EXPERMINTAL WORK
Material

Commercial Catalysts:

Table (1) shows the properties of commercial catalysts and y- Alumina support .

Diameter Porosity
mm density
g/em’

Symbol Form

v- Al,O4 Extrudate 0.68

RG-412 . 0.75
0.35 % Pt/ Extrudate
Y- A1203
RG-402
0.6 % Pt/ Cylindrical
Y- A1203
RG-422
0.6 %Pt-
0.03 % I/
y- ALO;
RG-432
0.35%Pt-
0.03 %Ir/
y- ALO;

RG-451
0.35%Pt-
0.03%]Ir-
Promoter/
v- ALO;

RG-482
0.3%Pt-
0.3%Re/
Y- A1203
PS-10
0.375%Pt-
0.57%Sn/
- A1203

Cylindrical

Cylindrical

Cylindrical

Gases
a- Nitrogen:
It was supplied from Baghdad Factory for Drug Industry with purity 99.9 % and it is used as
adsorbent.
b- Hydrogen:
It was supplied from AL-Mansour plant with purity 99.9 and it is used as a reduction material in
preparation step.
c-Helium:
It was supplied from AL-Mansour plant with purity 99.9 and it is used in dead volume
measurments.
d-Liquid nitrogen:
It was supplied from Baghdad factory for drug industry with purity 99.9 %.
e-liquid chloroplatinic acid:
It was supplied from Fluka Chemi AG with purity 99.9% and 40wt % platinum.
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Catalysts Preperation

Four platinum supported with y- Alumina catalyst containing different percentage of Pt were
prepared .The impregnation method was applied for catalyst preparation.This includes preparations
of hydrochloroplatinic solution with different concentration with a quantity just sufficient to fill
the pores of y- Alumina support as seen from Table (2) .

Table (2) Preparation of different Pt/ y -Al,O3 percent

Catalyst with different Pt
% loaded

Hydrochloroplatinic acid,
g

0.1 Pt/ALL,O4

0.065

0.2 Pt/Al,O4

0.1375

0.45 P/ALO;

0.283

0.55 Pt/ALLO;

0.345

Each sample of y- Alumina was charged in 250 ml flask and connected to a vacuum pump in one
side and from top side to a separation funnel where the impregnation solution was contained .The
impegnation carried out at room temperture and 5 mmHg vacuum pressure for 4 h.The catalyst
dried at 110 ° C for 6 h, and then calcined at 500 ° C in flowing dry air for 4 h to convert the metal
salt into a metal oxide. The oxide was reduced by hydrogen at 350 C° and for 3 h to give zero-
valent metal.

General description of the(ASAP) Instrument
Accelerated Surface Area and Porosimetry instrument (ASAP-2400) is programmed to perform
physical adsorption and desorption analysis completely under computer control.
The (ASAP-2400) is actually two independent instruments in a single cabinet, one to degas samples
and the other has to analyze sample.The specification of ASAP 2400 Instrument is shown in
Table (3).
The sample degassing part of the (ASAP-2400) consists of a vacuum pump, a manifold with six
degas ports , a vacuum transducer to monitor manifold pressure, a pressure limit switch, heating
mantles and controls for heating samples, and individual sets of controls to govern the out gassing
of each sample. Samples may be added to or removed from degas ports without disturbing the
treatment of other samples sharing the manifold as shown in Fig. (1).
The analysis part of the (ASAP-2400) consists of vacuum pump, manifold with six sample ports
and six Po tubes, an individual pressure transducer for each sample port, a master pressure
transducer for the manifold, a precision volume to check the manifold volume calibration, a liquid
nitrogen thermos flask and a status display panel a shown in Figs. (2) and (3).

Table (3) Specification of ASAP 2400 Instrument

Specification

.. 2
Minimum surface area ,m"/g 5

Minimum pore volume ,cm’/g 0.02
Pore size range ,A 10-600
Environment temperature , °C 10-35

Pressure measurement range,mm Hg 0-950
Analysis manifold capacity, sample 6

Liquid N, system capacity ,(liter per one Dewar

1.9
flask).
Minimum pressure ,mm Hg 0.005

Degas system capacity,sample 6
Ambient to 350

Temperature range , °C
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Fig. (1) Degassing part
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Fig. (3) Analysis part scheme .

Procedure

Appropirate quantities of samples loaded into sample flasks and then sample holders were
mounted into degas ports.The sample flasks attached heating mantles to apply the degassing step.
The degas vacuum meter set point 500 millitorr was mounted for each catalyst sample at 150 C° for
3 h.When degassing completed , the heating mantles were removed and allow the sample to cool to
the room temperature,then the samples were weighted . For dead volume measurment the sample
flasks were covered with isothermal jacket and attached to a liquid nitrogen thermas.Pulses of
helium gas were admitted up to equilibrium pressure. For adsorption measurements pulses of
nitrogen gas were admitted until reaching the different equilibrium pressure.

Results and discussion

The physisorption of nitrogen gas were carried out for y-Alumina,prepared catalysts and
commercial catalysts at 77 K and relative pressure (P/P°) from 0-1.

Figs. (1-12) show the BET plot for y-Alumina ,prepared catalysts and commercial catalysts.The
slopes and the intercepts of the plotes of P/V(P°-P) verses P/P° (BET plots) were used to calculate
the volumes adsorbed at monolayer coverage (V) for all samples by Eq. 5 .The surface area of the
samples were calculated by Eq. 6 .Table (4) showes the obtained values of the surface areas for vy-
Alumina ,Prepared Catalysts and commercial catalysts.

v-Alumina has higher surface area compared with all catalysts,because it has more porous
structure.This is also observed by Savitzky and Golay[Savitzky and Golay,1964].The surface area
of monometallic platinum catalysts genarally decreases by platinum content increasing from
0.1 to 0.35 %. This is presumably due to bulky platinum catalyst crystallites,which block up some
pores and hence reduces the surface area as mentioned also by [ Vanden,1979].Higher content than
0.3 % up to 0.55 % slightly promotes the surface area increasing. This is may be due to creation a
new pore which increase the surface area .At very high platinum content 0.6 % there is some
reduction in surface area and this may be due to slight reduction in the number of pores.
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0.3% Pt-0.3% Re/ y-Al,Os catalyst has a high surface area compared with a monometallic 0.35%
Pt/ Al,O3 catalyst .Addition of 0.3 % Re to Pt catalyst may be made a good alloy (Pt-Re) which
could be create a new pores resulting in an increasing in surface area as mentioned by
[Michael. 1982 ].

The addition of 0.03 % Ir to Pt / y-Al,O3 gave lower surface area compared with 0.3% Pt-0.3% Re/
v- AlL,O5 catalyst and slightly higher surface area compared with 0.35% Pt/ y- Al,Os3 catalyst.

The values of constant C in BET equation were calculated by by Eq.7 and presented in column 6 of
Table (4) .

The constant C is an indicator of adsorbate -surface interaction [ Loweel, 1984 ].The value of C for
0.35 % Pt-Ir / y-Al,O3 and 0.3 % Pt-0.3%Re higher than 100 and this means that higher interaction
between nitrogen and catalyst surface took place.When the value of C approximate (100),this
means, that some fraction of surface is unoccupied as observed for y- alumina where C= 86.58.

The C values were used for the heat of adsorption calculation of nitrogen gas on y- alumina,
prepared catalyst and commercial catalysts according to Eq. 7 .The values of heat adsorption were
presented in column 7. Table (4) .

The heat of adsorption represents the affinity between nitrogen gas and catalyst surface.
[ Sing,1982 ].As the heat of adsorption increases, the volume adsorbed at high relative pressure
decreases which can be consider due to the increase in the temperature of catalyst surface.

Table (4) Monolayer Capacity, Surface Area , constant C and heat of Adsorption

Catalyst Vm S I SBET C E]'E2
cm’/g g/cm’ g/cm’ cm’/g J/gmol
v-AlLO; 63.857 0.01469 0.000893 | 277.889 86.580 2855.309

0.1 Pt/ y- ALL,O5 59.1160 0.01273 0.004185 | 257.344 115.060 3037.935

0.2 Pt/ y- ALL,O5 49.995 0.01634 0.002375 | 232.604 142.87 3176.52

0.45 Pt/ y- ALLO; 59.948 0.017453 | 0.002242 | 221.022 127.67 3104.51

0.55 Pt/ y- ALLO; 51.839 0.019142 | 0.000148 | 225.665 130.1184 3116.67

RG-412 49.2996 0.020097 0.000187 | 214.611 108.342 2999.42
0.35% Pt/ y- Al,04
RG-402 46.6555 0.021290 0.000143 203.100 149.23 3204.4
RG-482 52.759 0.018135 0.000225 | 238.428 138.35 3155.94

0.3 %Pt-0.3 % Re/ y-
AlLO;

RG-432 53.2874 0.018636 | 0.002406 | 231.971 144.424 3183.497

0.35% Pt- 0.03% Ir/ y-
AL O;

RG-422 0.017972 | 0.000134 | 240.423 134.547 3138.097

0.6% Pt-0.03%Ir/  v-
ALO;

RG-451 0.020226 | 0.000129 | 213.860 | 157.9369 | 3240.706

0.35% Pt-0.03 %Ir-

Promotor/ y- Al,O3

PS-10 44.0147 0.022530 | 0.000189 | 191.605 119.877 3064.19

0.375 %Pt-0.57 % Sn/

y- ALLOs
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Fig.1 BET plot of adsorption data for Alumina
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Fig.2 BET plot of adsorption data for 0.1 % Pt/AJO5 catalyst
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Fig.4 BET plot of adsorption data for RG-412 catalyst
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Fig. 6 BET plot of adsorption data for 0.55 %Pt/ ALO5 catalyst
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P/AV(P°-P)] * 10° Ccm® (STP)

0.08 0.12 0.16 0.20 0.24 0.28 0.32

P/P°
Fig.12 BET plot of adsorption data for PS-10 catalyst
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Nomenclature

C= Constant. Eq.7

E| = Average heat of adsorption in monolayer.(J/gmole) Eq.8
E, = Heat of condensation.(J/gmole) Eq.8

I=Intercept (g/cm3) Eq.3

N= Avagadro number =6.023 *10* (molecule/mole) Eq. 6
Ns= Nitrogen molecular cross sectional area= 0.162 nm’ Eq.6
P= Equilibrium pressure (mmHg).

Po= Saturation pressure (mmHg).

R = gas constant = 8.314 (J/gmole.K) .

S= Slope(g/cm3) Eq.4

T = Temperature (K)

V= Volume adsorbed (cm3/ 2).

V= Monolayer coverage volume (cm’/g)

¢ = fraction of sites covered.

1- ¢ = fraction of sites not covered.
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EFFECT OF STARVATION ON THERMO-
ELASTOHYDRODYNAMIC LUBRICATION OF ROLLING /

SLIDING CONTACT
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Babylon University/Iraq Engineering College/Iraq

ABSTRACT

A complete numerical solution of thermal compressible elastohydrodynamic lubrication of rolling /
sliding contact was achieved to determine the effect of inlet boundary condition on the film shape,
film pressure, and film temperature in an elastohydrodynamic line contact problem.

The direct iterative technique is used to solve the simultaneous system of Reynolds’ ,elasticity , and
energy equations for different locations of inlet oil fed . The effect of various load, speed , and slip
conditions have been investigated . the results indicate that the effects of starvation are an increase
of oil film temperature and decrease in oil film thickness so that the temperature effect are
significant and can not be neglected.
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INTRODUCTION

Rolling sliding machine elements such as bearings , gears, cams and their followers are frequently
subjected to high load, speed , and slip conditions. The problem of thermo-elastohydrodynamic
lubrication had been treated by many workers, Cheng et.al. (1965), Daow et.al (1987) and Sadeghi
et.al. (1990,1987).
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Most the published works have not consider the effect of the starvation on pressure distribution ,
film thickness and oil film temperature so the location of the inlet meniscus is considered as
known. However the reduction in film thickness due to starvation has been studied by Chiu (1972) .
He conconcluded that the starvation effect in most rolling element bearing are considerably greater
than the inlet heating effect.

Full solutions for estimating film thickness of point contacts were made by Hamrock and Dowson
(1976,1977) for flooded as well as starved contact. They found a dimensionless central and
minimum film thickness for the flooded contacts indicating that the film thickness decreases for the
starved condition as compared to the flooded condition.

Johns- Rahngat and Gohar (1994) proved that the results obtained from the work of Hamrock and
Dowson are quite realistic when employing starvation conditions at the contact.

The present work is an attempt to study the thermal effect on the performance of contacting element
in line contact with starved inlet boundary condition.

Direct iterative method was adopted to solve the governing equations of the problem.

GOVERNING EQUITIONS
The governing equations describing the steady state , thermo-elasto hydrodynamic lubrication of the
line contact using Newtonian lubricant can be discribed as follows:

Revnoldq’ Equation:
Reynolds equation which govern the pressure distribution inside the oil film presented between two
non conformal surfaces in line contact can be written here as follows:

3
d(ph’dp)_ .. dlph) (1)
de| u dx dx

The pressure distribution in the contact zone is subjected to positivity constraint.The boundary
conditions for Reynolds equation are given by

P(xi)=0 , P(x,)=dPy/dx=0

Elasticity Equation:
Oil film thickness distribution can be evaluated in this case by using the following equation used by
Wolff et.al. (1992)

x2

op X2 _a/ 2
h=h, + R 25 le p(s)In[(x —s)/s]°ds 2)

Equations of State
The lubricant viscosity is modeled by Barus pressure viscosity formula. The equation was
modified to include the thermal effect. It can be written as presented by previous reference

u =ﬂ0e[0p+7(T_T"] (3)

The dependence of density on pressure and temperature can be expressed by the following equation:

58%10~° P
A s
1+1.7%107° P
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Energy Equation

The temperature distribution a cross the oil film is expressed by solving the energy equation
reported by Wolf (1992) and Gohr (1988)

of . 9°T

2
dp
€TuT—x+ﬂ(—) =Wua—x—kay—2 (5)

The boundary conditions used with the above equation are given by
At y=0 T=T,
k *ar  d¢

£ &9
V02C 2k xU oo OY (x—;)%
Where,

p, =density of the solid disk (Kg/m?)=7800 Kg/m3 for steel disk

C,= heat capacity of the solid disk (KJ/Kg.K)=52 KJ/Kg.K for steel disc.
U= speed of the solid disk (m/s).
The mean oil film temperature can be expressed as follows

Aty=h ;T,= (6)

h
Tm =1dey (7
h0

by making the suitable substitutions, the mean oil film temperature can be evaluated as:

16 WH 4 dp 2+Sp2_hf517:|+

(U A 2

(T1+T2)/2+NUD772{ 1+ N o H2 g

_ 157202 7 dx 12 3 dx 1570
" dr,, 2 WH ,dp S U WH 2dp Sp _ Ui
Neusz7[157[]—(7)2[1%—%—712(%LUZJ e 12U, +U,) }
)
Where,
(E’ RU)?
= /Y) 9
w =" ©)
E’ R)*U 8W
=€(—)(_)2 (10)
4an,K V4
’ D277 E
Ncu =M(81)2 (11)
n,K V4
8 WH ,dP
h = I 12
4 7]U( T ) dx (12)
NUMERICAL TECHNIQUE

To obtain a complete numerical solution to the problem of compressible thermo-
elastohydrodynamic lubrication of rolling/ sliding contacts the direct iterative procedure was
followed to solve the simultaneous system of compressible Reynolds’ Eq.(1), elasticity Eq.(2), and
the energy Eq.(5) together with the Equations of state, Eqs.(3,4) . The flow chart shown in Fig.(1)
illustrates the computational procedure used for calculating the pressure, film thickness , and
temperature distribution within the lubricant film.

The isothermal pressure and film shape are obtained and these values are then used to arrive at the
initial temperature field within the lubricant film. The influence of temperature is introduced on
viscosity , and density and the new pressure and film thickness are calculated. The iterative
procedure is continued until the resulted temperature and pressure satisfied the following
convergence criteria .

> |P" —p°

b

T"-T°

b

2
<o0.0001 and < 0.0001

Pn Tl’l
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RESULT AND DISCUSSION

The analysis was carried out for three different nondimensional load parameters, namely (1.36E-7),
(2.28E-7), and (3.42E-7). Three different slide to roll ratios are also been considered, namely
(0.5,1.07,1.32). Five inlet positions were invistigated, one considered for the flooded condition,
Xi=-4a while the other four account for the starved conditions in which Xi=-3.5a ,3a ,2.5a and
2a.The results in Figs. (2,5,8) show that the pressure spike decreases and diminshes for all the
above cases. The pressure spike try to move outward towared the outlet with the increase of the
applied load. The maximum pressure increses as the degree of starvation increases to maintaine a
constant applied load.

The oil film thickness decreases with increasing the degree of starvation and the applied load as
shown in Figs. (3,6,9). Also the nip that occurs in the nondimensional film shape at the fully
flooded case diminishes as the amount of starvation increased and the film shape changes to that of
flatened type. This is can be explained with refering to Figs. (4,7,10) since the oil film temperature
increases with increasing the degree of starvation and the applied load which lead to low oil
viscosity.

The results presented in Fig. (12) also shows that the oil film thickness decreases as the the slide to
roll ratio increases. This can be explained with the aid of Fig. (13), since it can be shown from this
figure that the oil film temperature increases with increasing the slide to roll ratio. The maximum
pressure increases as the slide to roll ratio increases in order to maintain constant applied load.

CONCLUSIONS

The concluding remarks which can be withdrawn from the present results are :

1- There is a significant increase in oil film temperature as the degree of starvation and the slide/
roll ratio increases.

2- The pressure spike is decreased (nearly vanshes) as the amount of starvation and slid / roll ratio
increases. The pressures pike tends to move toward the outlet as the applied load increases.

3- The oil film thickness decreases as the amount of starvation increased which is dangerous
phenomenon leading to occurrence of film rapture due to metal to metal contact at the tip of the
mating surfaces.

4- The results indicate that the temperature effect and the position of oil feed have significant
effects and must be taken into consideration for proper design.

NOMENCLEATURE

a  Hertizian half width = \/ 2RW (L1 2)E* (7 12))

E1l modulus of elasticity of roller (1) (N / m2)

E2 modulus of elasticity of roller (2) (N / m?)

E equivalent modulus of elasticity = 2/((1-v,2)/ El+(1-v,>)/E2) (N/m?)
H oil film thickness (m)

h, central oil film thickness (m)

P’ oil pressure (N/mz)

P non dimensional oil pressure = p/ Py, izian

Phertizian non dimensional oil pressure=aE /4R (N/rnz)

R equivalent radius of the two rollers =R, R, /(R +R,) (m)
R, radius of roller (1) (m)

» radius of roller (2) (m)

p slide to roll ratio=2(U,-U;)/ (U;-U»)
U=n,U,+U,)/4E R

W =W /E’LR Dimensionless load parameter

o

»n =

pressure viscosity coefficient

364



) Number 2 Volume 12 June 2006 Journal of Engineering

e oil thermal expansivity (K
vy temperature viscosity coefficient
V12 poisons ratio for the upper and lower disks=0.3
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Fig.(1.b): Flow chart for computer program

366




) Number 2 Volume 12 June 2006 Journal of Engineering

1.00
—t— X3
—K— X=25
0.80— o xo
—|F— X=15
—@— X
0.60—
'=600N
P Sp=1.07
0.40—
0.20—]
0.00 ' ‘ ‘
2.00 3.00 4,00 5.00 6.0(
v
Fig.(2): Effect of starvation on oil pressure distribution
W=1.3%10"
350
—f— X3
3.00 —K— X=25
—— X=2
—++ X=15
—@— X1
250 ]
. I=600N
P p=1.07
2.00—
150
1.00 ‘ ‘ ‘
2.00 3.00 400 5.00 6.0(
X

Fig.(3): Effect of load on oil film distribution for different oil inlet
boundary condition. W=1.3%10"
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Fig.(7): Oil temperature distribution for different oil inlet
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CONSTRUCTION RISK MANAGEMENT

Assistance Professor Mr. Zuhair M. Saco, Abbas M. Burhan
Civil Engineering, College of Engineering,
University of Babylon.

ABSTRACT

In most of the construction projects, there are many events or risks may occur during the execution
of project. These risks (e.g. the excess of project cost or the expected time, increasing the prices of
material and labor, accidents, changes, engineering errors or omissions, bad quality, delay in
reaching the facilities to the site, etc.) may effect negatively on the project and the parties.
Therefore, these risks must be identified and assessed accurately to avoid or reduce the negative
effects for these risks. The concept of risk is used to assess and evaluate uncertainties associated
with an event or a process. A construction process includes many uncertainties, therefore, the
construction project’s parties are becoming aware of the construction process and thus the risks
within this process are seeking more and more clarification that all is being done to remove
foreseeable risk and minimize unforeseeable risk. It is also becoming clear that generic approaches
to the management of risk are maturing and becoming easier to apply.
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DEFINITION OF RISK AND RISK MANAGEMENT

Risk can be defined as the possibility of losses, injuries, damages, and/or delays arising during the
execution of a project which may adversely affect its success. While risk management can be
defined as a technique that helps to identify the elements that could potentially have a major
negative impact on a project. Risk management process is a system that enables the management to
evaluate the level of impact of a risk and then develop a plan or contingency for his eventuality and
reducing this impact (Simmons,1998).

POTENTIAL AREAS OF RISK
When focusing on risk, it has been traditional to focus on the following items:

Cost
The focusing on cost generally means failure to keep the project within the budget, cost forecast,
initial estimate, or the original tender.

Time
The focusing on time means failure to keep the project within its schedule or the time in which the
project must complete.

Quality

This generally means a lack of focus on meeting the standards for function, fitness for purpose and
the environment (Latham,1999).

Generally, risks encountered throughout a construction project can include:

1- Failure to complete within the time.

2- Failure to get the right planning and building regulations approval within the time.
3- Unforeseen ground conditions.

4- Exceptionally bad weather delaying a project.

5- Strike by labor force.

6- Unexpected price rises for labor and material.

7- An accident to an operative causing physical injury.

8- Latent defects through poor workmanship.

9- The occurrence of fire, flood, earthquake, etc.

10- Loss and expense claim which caused by late delivery of design by design team.
11- Failure to complete project within client’s budget allowance.

THE TYPES OF RISK

There are risks to all projects and risk management is the process of identifying and containing
them to ensure a project success. The following are some types of risk that are inherent in most
construction projects (Bent & Thuman,1990):

Engineering Risk
The engineer is responsible for any engineering errors and omissions resulted from his negligence
that can result in costly change orders, damage to equipment, or injury to persons.

Construction Risk

Almost, the contractor is responsible for many of the risks occurred during the execution of project.
These risks may effect on the amount of contractor’s profit or may lead to the loss. The contractor’s
risk can be minimized and that depends directly on the contractor’s perceived abilities to forecast,
assess, and manage those elements of exposure that are directly under its control. Normally,
construction cost overruns are attributable to inaccurate estimation of construction requirements.
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Inaccurate estimates result from inadequate scope of the project. For example, design or
specifications may be inadequate; or contingency, allowances, engineering changes, inflation, or
site conditions may not have been adequate foreseen.

Schedule Risk

Delays in the completion of a project result in increased overhead expenses and a general escalation
of construction costs. Delays can result from such conditions as poor design or construction
management, inadequate scheduling estimates, labor strikes or slowdowns, unexpected site
conditions, delays in delivery of equipment, or defective equipment.

THE FIVE STEPS IN RISK MANAGEMENT PROCESS

Risk management is the identification, measurement, and treatment of property, liability, and

personnel risk exposures. The process includes five steps (Williams & Heins,1985):

I- The risk of project must be identified. Risk identification is the first and perhaps the most
difficult function that the project management must perform. Risk identification can be defined
as determining which risks are likely to affect the project and documenting the characteristics of
each. Failure to identify all the risks of the firm means that the management will have no
opportunity to deal with these unknown risks intelligently. Identifying project risks should start
early in the conception phase. The emphasis at that time is on identifying the high risk factors
that might make the project difficult to execute or destine it to failure.

2- After risk identification, the next important step is the proper measurement of the losses
associated with the risk. This measurement includes a determination of the probability or chance
that the risk will occur, the impact of risk, and the ability to predict the losses that will actually
occur during the budget period. The measurement process is important because it indicates the
exposures that are most serious and consequently most in need of urgent attention.

3- Once the risk had been identified and measured, the various tools of risk management should be
considered and a decision made with respect to the best combination of tools to be used in
attacking the problem. These tools include primarily avoiding the risk, reducing the chance that
the loss will occur or reducing its magnitude if it does occur, transferring the risk to some other
party, and retaining or bearing the risk.

4- After deciding among the alternative tools of risk treatment, the project management must
implement the decisions made.

5- The results of the decisions made and implemented in the first four steps must be monitored to
evaluate the wisdom of those decisions and to determine whether changing conditions suggest
different solutions.

THE RELATIONSHIP BETWEEN RISK AND OTHER TERMS
The term “Risk” is related to other engineering terms such as reliability and PERT (Project
Evaluation and Review Technique) as illustrated:

Reliability

Reliability concerns with what can go right and how to maximize the likelihood that things will go
right. But the risk concerns with what can go wrong, what happens if some things go wrong, what
are the risks inherent to a project, and how could the project parties protect themselves from the
consequences of something going wrong.

The reliability of an item (or an activity in the project) is the probability that the item will be
performed successively under specified operational and environmental conditions throughout a
specified time. The reliability of an item for a project can be calculated from the equation (1)
(Kales,1998):
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R(t) = e Eq. (1)
Where: R(t) = the reliability at the time t.
A = constant failure rate.
Where:
0<R(M) <1
R(t) = 1 implies certainty of success.
R(t) = 0 implies certainty of failure.
R(t) + Q(t) = 1, where Q(t) is the unreliability or the risk at the time t; so Q(t) = 1 — R(t).

A can be estimated from test of field data as shown in equation (2):

A=C/T Eq. (2)

Where C is the number of failures during total time T (e.g. number of injuries, number of delays of
arriving materials, or number of change orders).

Consider a simple example, a project has a target completion time. The project manager expected
that delays will occur during the execution. Over 12-weeks period (84 days), 5 delays were
reported. What is the probability of occurrence the risk of delays for 3-weeks? Hence:

C=5

T = 84%24 = 2016 hours t = 3*7%24 = 504 hours

A=C/T=5/2016 = 0.00248 per hours

The project reliability over 3-weeks (504 hours) period:

R(t) = ¢ = ¢ 0002481504 _ () 987

Which is the probability that the project will be performed for 3-weeks without delays. Hence, the
risk of delays for 3-weeks is:

Qt)=1-R(t)=1-0.287=0.713

PERT Method

The PERT method (Project Evaluation and Review Technique) was devised to take account of the
difficulty of estimating the duration of activities which can not be established conclusively from
past experience. It was intended by its originators to account for risk and uncertainty in project
scheduling. It is a way to warn managers of the need to compensate for the consequence of a risk on
project duration.

The PERT method incorporates risk into project schedules by using three estimates for each project
activity (a, m, and b) which enter in equation (3) to account the average time (t.) as shown
(Pilcher,1976):

te=(a+4m+Db)/6 Eq. (3)

Where:

t. = the average time or the mean of the Befa distribution. Wherever, the originator of PERT method
assumed that the plots of duration of the activities almost fitted a Beta distribution curve.

m = the most likely duration of the activity.

a = the optimistic time that is the shortest time which could be anticipated for the activity.

b = the pessimistic estimate of the time, that is, the duration of the activity assuming that everything
goes at its worst
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Beta distribution

Probability

Activit:y duration

a m b
Optimistic finish ~ Most likely finish pessimistic finish

Fig. (1), An Activity Times in PERT Related to the Beta Distribution.

Greater risk in an activity is reflected by a greater spread between m and b, as shown in Fig. (1).
For an activity with no perceived risk, a, m, and b would be identical. If, however, hazards are
identified, the way to account for them is to raise the values of b and m. In general, the greater the
perceived consequence of risk hazards on time, the further b is from m. Thus, for a particular
activity with given optimistic and most likely values (a and m), using a large value of b to account
for greater risk will result in a large value of t., which logically would allow more time to complete
the activity and compensate for things that might go wrong (risks). In addition, however, the larger
value of b also results in a larger time variance for the activity because variance is:

V=(b-a)/6 Eq. (4)

This larger V will result in a larger variance for the project completion time, which would spur the
cautious project manager to add a time buffer to the project schedule (Nicholas,2001).

Consider a simple example, an activity within a project has a target completion time of (8 months).
Suppose the activity has little risk and the values of (a, m, and b) are estimated as
(5, 6, and 7 months), respectively. From equation (3) and (4), the values of t. and V are thus (6
months) and (0.33 months). Using a normal approximation values for project duration, we can
compute the probability of completing the project in (8 months), thus:

Z=MD-t)/VV Eq. (5)
Z=(8-6)/V0.33=3.46
Where:

Z= a normal approximation value for calculating the probability.
D= the target completion time.

From the table of normal distribution, this Z-value yields a probability of over 99 percent.
Assuming management trusts the time estimates, they would likely proceed with the project without
WOrTYy.

Now, take the same one-activity project and suppose a major risk is identified that would increase
the estimate of the pessimistic value from 7 to 12 months. In that case, t. and V would be (6.83
months) and (1.167 months), and Z would be:

Z=(8-6.83)/1.167=1.08
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and from the table, this Z-value yields a probability of about 86 percent. Given the lower probability
of meeting the (8 months) target time, management might add a time buffer to the schedule
(extend the target time), or take action to reduce the risk (which would allow a lower value for b).
In short, assuming that the estimates for a, m, and b are credible, the PERT method provides a way
for measuring the consequence of risk on project completion times.

RISK RESPONSE PLANNING

Risk response planning addresses the matter of how to deal with risk. In general, the ways of
dealing with an identified risk include transferring the risk, altering plans or procedures to avoid or
reduce the risk, preparing contingency plans, or accepting the risk.

Transferring the Risk

Risk can be transferred partly or fully from the owner to the contractor, or vice versa, using
contractual incentives, warranties, or penalties attached to project performance, cost, or schedule
measures. The contractor and the owner may decide to split the risk through a contractual
agreement in which each manages the risks they can handle best. Different types of contracts split
the risks in different ways. For example, in fixed price contract (e.g. lump sum contract), the
contractor assumes almost all of the risk for cost overruns, while in cost plus fixed fee, the owner
assumes almost all of the risk.

Of course it is impossible to entirely transfer the risk to one party or another. Even with a fixed
price contract, where the contractor takes all the risk, the owner still incur damages or hardship
should the project exceed the target schedule or the contractor declare bankruptcy. The project still
must be completed and someone has to pay for it. Coming along with the transfer of risk usually is
a transfer of authority, so that an owner agreeing to a cost plus fixed fee contract also will almost
certainly argue for a large measure of management oversight on the project (Nicholas,2001).

Avoiding the Risk

Risk can be avoided by eliminating risky activities, minimizing the complexities, changing
contractors, incorporating redundancy and safety procedures, and so on. Even though many risk
factors can be avoided, not all can be eliminated, especially in large or complex projects.
Attempting to eliminate risk usually entail adding innumerable management controls and
monitoring systems that increase system complexity and introduce new sources of risk. Research
projects and innovative, new product development projects are inherently risky, but they offer
potential for huge benefits later on. Because the potential benefits of such a project is proportionate
to the size of the risk, it is better to reduce risk to an acceptable level rather than completely avoid
risk.

Reducing the Risk

Key elements, which can reduce the risks, include (Office of Financial Management,1998):

1- Early establishment of project definition.

2- Clear and coordinated project responsibilities.

3- Adequate construction administration services are included in the contract with consultants.

4- The necessity of experience of project staff.

5- Project scope, schedule, and budget are balanced and determined at outset and reviewed
regularly during the project.

6- Differences and disputes are resolved immediately.

7- A systematic and thorough review of construction documents is performed before bidding the
project.

Risks can be reduced through many ways associated with technical performance, meeting

schedules, and meeting project cost target as illustrated (Nicholas,2001):
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¢ The ways of reducing risk associated with technical performance are:
1- Employ the best technical team.
2- Base decisions on models and simulations of key technical parameters.
3- Use mature, computer-aided system engineering tools.
4- The technical team need incentives for encouraging the success of work .
5- Hire outside specialists for critical review and assessment of work.
6- Perform extensive tests and evaluations.
7- Minimize system complexity.
¢ The ways of reducing risk associated with meeting schedules are:
1- Create a master project schedule and strive to adhere to it.
2- Schedule the most risky tasks as early as possible to allow time for failure recovery.
3- Maintain close focus on critical and near-critical activities.
4- Put the best workers on time-critical tasks.
5- Provide incentives for overtime work.
6- Organize the project early and be careful to adequately staff it.
¢ The ways of reducing risk associated with meeting project cost targets are:
1- Identify and monitor the key cost drivers.
2- Use low-cost design alternative reviews and assessments.
3- Verify system design and performance through modeling and assessment.
4- Maximize usage of proven technology.

Contingency Planning

Contingency is the amount of money (or time) that should be added to the base estimate in order to
predict the total installed cost and the accurate completion time for the project. Contingency may
also be interpreted as the amount of money that must be added to the base estimate to account for
work that is difficult or impossible to identify at the time a base estimate is being prepared.
Sometimes, contingency is intended to cover known unknowns. That is, the estimator knows there
are additional costs, but the precise amount is unknown (Oberlender,2000).

So, contingency is a necessary component of an estimate. Engineering and construction are risk
endeavors with many uncertainties, particularly in the early stages of project development.
Contingency is assigned based on uncertainty and may be assigned for many uncertainties, such as
pricing , escalation, schedule, omission, and errors.

Traditional Methods of Assigning Contingency
There are many methods of assigning contingency, and the estimator must select the method
considered most appropriate for each project, based on information provided by the project
management team.
1- Percentage of Base Estimate:
Contingency may be assigned based on personal experience. A percentage is applied to the base
estimate to derive the total contingency. Although this is a simple method, the success depends on
extensive experience of the estimator and historical cost information from similar projects.
Contingency may be determined as a percentage of major cost items rather than as a percentage of
the total base estimate. This method typically relies on the personal experience and judgement of
the estimator, but the percentage can also be from established standard percentage based on
historical data. This method has the advantage of considering risk and uncertainty at a lower level
than that used when contingency is based on a percentage of the total base estimate
(Oberlender,2000).
Generally, many companies use this method to assign contingency needed to be added to the base
estimate. Since, after the estimator estimates the costs of items of a project such as civil works,
electrical works, mechanical works, etc., he adds contingency as a percentage of each major cost
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item about depending on the type of item and the personal experience of estimator. Therefore, the
personal experience and judgement of the estimators and engineers should not be overlooked in the
process of assigning contingency. Even the most advanced computers are not substituting for the
knowledge and experience of the human mind. Estimators with many years of experience with a
particular type of facility can often be quite accurate in assigning contingency based on how they
feel about the level of uncertainty and risk associated with a project, the cost data used in preparing
the estimate, and the thoroughness of the effort in preparing the base estimate.

2- Expected Net Risk:

The estimator may determine contingency based on expected maximum risk and likelihood. The
expected value for risk is a function of the risk impact (or outcome) and likelihood of occurrence as
shown below:

Expected value = 2. [(outcome) X (likelihood)]

This method is used if the project was repeated many times. The risk consequence on project
duration is called the risk time, RT. It is the expected value of the estimated time required for risk
correction, computed as (Nicholas,2001):

RT = (corrective time) X (likelihood) Eq. (6)
The risk consequence on project cost is called the risk cost, RC. It is the expected value of the
estimated cost required for risk correction, computed as:

RC = (corrective cost) X (likelihood) Eq.(7)

For example, suppose the base time estimate (BTE) for project completion is (26 weeks) and the
base cost estimate (BCE) is ($71,000). Assume that the risk likelihood for the project as a whole is
(0.3), and should the risk materialize, it would delay the project by (5 weeks) and increase the cost
by ($10,000). Hence,

RT =(5) x (0.3) = 1.5 weeks

RC = ($10,000) x (0.3) = $3000

These RT and RC would be included as contingency or buffer amounts in the project schedule and
budget to account for risk and must be added to the base estimate to result the final estimate. The
final estimate for time and cost is computed as:

ET =BTE + RT =26 + 1.5 =27.5 weeks

EC = BCE + RC = $71,000 + $3000 = $74,000

Where ET and EC are the expected project completion time and cost respectively.

The above way is used for risk factors that affect the project as a whole. Another way to determine
the expected net risk value is to estimate the risk likelihood and corrective time (and cost) for each
element of the project. For example, a project has eight work packages, and for each the base cost
estimate (BCE), risk likelihood, and corrective cost have been estimated. The Table (1) lists the
information for each work package and gives EC, where EC is computed as:

EC = BCE + [(corrective cost) x (likelihood)] Eq. (8)

For the same eight work package project, assume the base time estimated (BTE), risk likelihood,
and corrective time have been estimated for each work package. The Table (2) lists the information
for each work package and gives ET, where ET is computed as:

ET = BTE + [(corrective time) x (likelihood)] Eq. (9)
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Table (1), Expected Net Risk Analysis for Cost.

BCE

Corrective cost

Likelihood

Expected net
risk

EC

$10,000
$8000

$16,000

$10,000

$8000
$9000
$5000
$5000

$2,000
$1,000
$4,000
$6,000
$2,000
$2,000
$1,000
$1,500

0.2
0.3
0.1
0.2
0.3
0.1
0.3
0.3

$400
$300
$400
$1,200
$600
$200
$300
$450

$10,400
$8,300
$16,400
$11,200
$8,600
$9,200
$5,300
$5,450

$71,000

$3,850

Table (2), Expected Net Risk Analysis for Time.

BTE (week)

Corrective time
(week)

Likelihood

Expected net
risk

$74,850

0.2 week
03
0.2
0.6
03
0.1
0.3
0.3

1 0.2
0.3
0.1
0.2
0.3
0.1
0.3
0.3

TQmmoQw >

Suppose the Fig. (2) represents the network for the project of the above example. In this example,
without considering the risk time, the critical path would be [A-B-D-E-G-H], which gives a project
BTE of (24 weeks). Accounting for risk consequences, the critical path does not change but the
duration is increased to (26 weeks). This is the project ET. Although activities on critical and near
critical paths should be monitored carefully, in general, any activity that poses a high risk
consequence (high likelihood and/or high impact) should also be monitored carefully, even if not on
critical path.

Fig. (2), Project Network, Accounting for Risk Time.

Accept Risk (Do Nothing)

Not all impacts are severe or fatal, and if the cost of avoiding, reducing, or transferring the risk
exceeds the benefit, then “do nothing” might be advisable. Of course, this response would not be
chosen for risks where the impacts or consequences are potentially severe.
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RIGHTS AND RESPONSIBILITIES OF PROJECT PARTIES

The contract includes many rights and responsibilities for the project’s parties, especially those for
the owner and the contractor, and there are many conditions that effect on those parties and may
lead to disputes or differences between them. Therefore, it must identify the rights and the
responsibilities for each party and who must bear the risks that occur during the execution of
contract.

Rights and Responsibilities of Owner
The owner, as a contracting party, has several rights especially reserved for him. Depending on the
type of contract and its specific wording, he may be authorized to award other contracts in
connection with the work, to require contract bonds from the contractor, to approve the surety
proposed, to retain a specified portion of the contractor periodic payments, to make changes in the
work, to carry out portions of the work himself in case of contractor default or neglect, to withhold
payments to the contractor for adequate reason, and to terminate the contract for cause. The right of
the owner to inspect the work as it proceeds, to direct the contractor to expedite the work, to use
completed portions of the project before contract termination, and to make payment deductions for
uncompleted or default work are common construction contract provisions (Clough,1975).
By the same token, the contract between owner and contractor imposes certain responsibilities on
the owner. For example, construction contracts make the owner responsible for furnishing or
arranging financing, providing site and access, acquiring permits and licenses, contracts for all
necessary services, and making periodic payments to the contractor. The owner must assume all
risks that have not been assigned to or assumed by others. He is required to make extra payment and
grant extensions of time in the event of certain risks provided for in the contract. When there are
two or more prime contractors on a project, the owner has a duty to coordinate them and
synchronize their field operations.
Generally, the owner is responsible for the following exceptional risks (Ministry of Planning,1988):
1- War (whether war be declared or not), invasion, act of foreign enemies, or civil war.
2- Riot, commotion, or disorder by persons other than the contractor’s personnel and other
employees of the contractor and subcontractors.
3- lonizing radiation or contamination by radio-activity, except as may be attributable to the
contractor’s use of such radiation or radio-activity.
4- Use or occupation by the owner of any part of the permanent works, except as may be
specified in the contract.
5- Design of any part of the works by the owner’s personnel or by others for whom the owner
is responsible.
6- Any operation of the forces of nature which is unforeseeable and against which an
experienced contractor could not reasonably have been expected to take precautions.
The owner must protect himself from exposure to risks. One key in the protection of owner from
risk is the type of contract. The owner must select the appropriate type of contract depending on the
circumstances that prevail. For example, the “lump-sum” contract affords the owner some
protection against cost overruns by placing responsibility for construction on the contractor. While,
the “cost-plus” contract may expose the owner to the risk of increasing prices of materials and
labors.

Rights and Responsibilities of Contractor

The contractor has few rights and many obligations under the contract. His major responsibility, of
course, is to construct the project in conformance with the contract documents. Although some
casualties and risks are considered as justification for allowing him more construction time, only
severe contingencies such as impossibility of performance can serve to relieve him from his
obligations under the contract.

382



) Number 2 Volume 12 June 2006 Journal of Engineering

The contractor is expected to give his personal attention to the conduct of the work, and either he or
his representative must be on the job site at all times during working hours. The contractor is
required to conform with laws and ordinances concerning job safety, licensing, sanitation, and other
aspects of the work. The contractor is also responsible for and warrants all materials and
workmanship whether put into place by his own forces or those of his subcontractors. Contracts
typically provide that the contractor shall be responsible for the work until its final acceptance
(Clough,1975).

The expertise of contractor may play an important role in protecting him from the risks that may
occur during the execution of the project. The contractor must be able to predict the risk, assess it,
and add the contingency amount for his bid to cover this risk. For risks that are within the
contractor’s control, contingency amount will be at a minimum. For risks that are beyond the
contractor’s control, contingency amount will be at a maximum. The owner pays for the risk
whether it occurs or not. If the risks do not occur, the contractor realizes more profit. In the reality
of the marketplace, however, a contractor who prices each and every risk into a bid will not win the
job. Since, other contractors may be willing to accept some risks in order to secure the work.

The most important contractor rights concern progress payments, termination of the contract for
cause, right to extra payment and extensions of time for reason, and appeals from decisions of the
owner or the architect engineer.

Duties of Architect-Engineer (The Designer)

The architect-engineer provides preliminary engineering and detailed design, specifies and may
procure engineering items, and may provide construction management services. The architect-
engineer is not a party to the construction contract, and no contractual relationship exists between
him and the contractor. He is a third party who derives his authority and responsibility under the
contract from the owner. However, the jurisdiction of the architect-engineer to make determinations
and render decisions is limited to and circumscribed by the terms of the construction contract. The
architect-engineer represents the owner in the administration of the contract and acts for him during
day-to-day construction operations. The architect-engineer advises and consults with the owner, and
communications between owner and contractor are made through the architect-engineer.

The architect-engineer’s risks are usually mistakes “errors and omissions”. These can lead to costly
change order, damage to equipment, or injury to persons. For example, the engineer’s fees will
usually not exceed (5 — 8)% of the total project cost, while the damages resulting from an
engineering errors may exceed the total project cost. Mistakes can occur even though the engineer is
not negligent. This has been the owner’s risk because the engineer is obligated only to perform with
ordinary engineering skill and diligence. Therefore, the owner should determine whether the
engineer would be willing to guarantee the work. If so, the remedy to the owner is clear. In most
cases, however, engineers will limit responsibility reperforming the defective engineering only.
They will not assume liability for any resulting loss or damage (Bent & Thuman,1990).

CONTRACTUAL RISK

The construction industry is notoriously risky. Much of the preparatory paperwork that precedes
construction projects can be viewed as the formulation of risk allocation between the owner, the
contractor, and the designer.

The owner is taking the risk that his project will not get built on schedule, that it will not get built
for what he has budgeted, and that it will not be of the quality he expected. The owner naturally
seeks to insure that these three factors will be satisfied, and he often thinks he can accomplish this
through the contract language. In the investment projects, the owner is also taking the risk that his
project will not give the appropriate returns according the preliminary studies. In some cases, the
owner has other risks beyond these, for example, building a nuclear power plant or some other
project subject to public protest or environmental and regulatory delays. Typically, however, an
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owner will seek to control whatever risks he can through his contract documents. On other hand, the

contractor faces a multitude of risks. Among them are inflation, bad weather, strikes and other labor

problems, shortage of materials, accidents, and unforeseen conditions at the construction site.

Ultimately, the contractor faces the possibility of losing a great deal of money or of being forced out

of the business. Naturally, he too would like the contract wording to be protective of his interests.

Many owners still view the obligatory contract as consummate protection. In reality, such contracts

often turn out to be bad business, for the following reasons (Rubin, Guy, Maevis, and

Fairweather,1983):

1- Obligatory contracts discourage responsible bidders. The only way a responsible contractor can
protect himself from a high risk situation is to include a high contingency in his bid. If the risk
and the contingency are sufficiently high, his bid will not be competitive, and probably not
within the owner’s budget.

2- Ambiguous language or exculpatory clauses through which the owner hopes to escape
responsibility almost result in conflict. When the conflict escalates to the courtroom, judges
almost rule against the party who drew up the ambiguous contract (the owner).

3- Such contracts attract those bidders willing to take any kind of chance or those who expect from
the outset to make up their money via claims.

CONTRACTUAL ALLOCATION OF RISK FOR PROJECT’S PARTIES
Owners use contract language to assign some or all of the risks to the contractor. But,
fundamentally, regardless of the contract language, contractors can not and do not assume the risk
for some conditions, and continue to expect owners to share the risk. Contractors do not accept the
idea that the responsibility for some risks belongs to them or can be assigned to them (Halligan,
Hester, and Thomas,1987).
There is no fixed rule to help answer the question that who should bear what risks, but the chart in
Table (3) suggests a starting position for determining who should bear what risks. In this chart, the
types of risks and allocation of those risks for each party are showed (Fisk,1988).
Risk allocation form, as shown in table 3, is not a standard state for all types of contracts, however,
some risks can be transferred from one party to another according the type of contract. For example,
the design-built contract may transfer the engineering risks (errors and omissions, conflicts in
documents, defective design and drawings) from the owner to the contractor. While, cost plus
contract may expose the owner to the risk of increasing prices of material and labor.

Table (3), Construction Risk Allocation to Participants

Type of risk contractor owner engineer
Site access *

Subsurface conditions *

Quantity variations
Weather

Acts of God *
Financial failure
Subcontractor failure
Accidents at site

Defective work
Management incompetence
Inflation

Materials and equipment
Labor problems
Owner-furnished equipment
Delays in the work
Environmental controls
Regulations

Safety at site *

Public disorder *

Errors and omissions

Conflicts in documents *
Drawings *

384

* ¥

* % x| % % % ¥ ox

%
% ¥ % ¥
*




) Number 2 Volume 12 June 2006 Journal of Engineering

Site access is obviously an early risk and one that the owner should retain.

Subsurface conditions of soils, geology, or ground water can be transferred to the contractor, who is
in a better position to assess the impact of these conditions on the project cost and time. However,
as an essential party of the transfer process, the owner has the responsibility to undertake pre-
contract exploration measures and the designer has the responsibility to design for the conditions
expected. The extent that this is not feasible should determine the degree to which the owner retains
a portion of the risk under an “unforeseen conditions” clause.

Weather, except for extremely abnormal conditions, is a risk for the contractor to assume, as its
impact on construction methods can be better assessed by the contractor.

Acts of God, such as flood or earthquake are owner’s risks.

Quantity variations are another form of risk frequently encountered. Within reasonable tolerances,
quantities of work can be reasonably estimated and any variances assumed by the contractor for all
quantities in excess of, for example, 15 to 25 percent. Where quantities are dependent upon
subsurface or other less known conditions, significant variations should be shared only to the extent
that exploratory information is available. Quantity changes triggered by late changes in the owner’s
requirements, should be at the owner’s risk.

Defective design is a risk usually associated with the engineer. The tremendous expansion of
construction has placed great burdens upon the design professions. Maintaining performance
standards in the face of this is quite difficult, and occasionally, design and specification defects
occur that create construction problems. Unfortunately, it is usually the owner and the contractor
who suffer the consequences of such failures instead of the engineer who creates the problem in the
first face. Design failures are becoming more and more apparent, and the engineer should bear the
true cost of such failures.

Subcontractor failure is a risk that is properly assumed by the contractor except where it arises from
one of the other listed risks attributable to the owner or the engineer. The general contractors are in
the best position to assess the capacity of their subcontractors.

Defective work of construction, to the extent that the problem is not caused by a design defect,
should be the contractor’s risk.

Accident exposures are inherent to the nature of the work and are best assessed by the contractors.
Furthermore, the contractors have the most control over site conditions that can increase or decrease
accident exposure.

Management incompetence is a risk that must be shared by each party. It is an ongoing challenge
for each organization to assign personnel according to their respective competence levels.

Financial failure is a risk not frequently mentioned, and can happen to any of the parties to a
contract. Although infrequent, the order of magnitude of such failure should be considered. It is a
shared risk, as the parties need to look at the financial resources of themselves.

Inflation is one of the world’s realities. Every owner is conscious of its impact on the viability of
the project. It is important that the owner retain the true cost. The government experts in finance
have so far been unable to predict where the country will be a few years from now, so it is unfair to
expect the contractor to do better than the so-called government experts.

Labor, materials, and equipment involve considerable risks. The availability and productivity of
these resources necessary to construct the project are risks that it is proper for the contractor to
assume. The expertise of the contractor should follow the assessment of cost and time required to
obtain and apply these resources. This is the basic service that the owner is paying for.

Delays in the work are common risk in most of the construction projects, and can happen by any of
the parties to a contract.

Environmental risks rightfully belong to the owner alone and should be retained by the owner
except to the extent that they are influenced by construction methods determined by the contractor,
or created by suppliers controlled by the contractor.
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Regulations by government in the social area, such as safety and economic opportunity are the rules
under which the contractor rightfully must operate.

Public disorder and war are political catastrophes of such impact that their risk is best retained by
the owner, lest it becomes necessary to pay an unusually high price for transferring the risk to
another party.

CONCLUSIONS
There are group of conclusions can be summarized by the following points:

1-

2-

The experience of project team may play an important role in reducing the risks. Since from
their experience, they could anticipate the risks of a project and know the procedures required to
reduce the negative impacts of these risks.

The accuracy of bid price depends on the acquaintance level of owner (or contractor) for
anticipation, assessment, and management of risks that may lead to excess in the project cost;
and then included the costs of these risks in the bid.

Some of owners attempt to transfer the risks to the contractor by adopting a specific contractual
form. This manner sometimes decreases from the owner cost because of decreasing his risks. On
other hand, it is impossible to entirely transfer the risks to the contractor. Even when the
contractor takes all the risks, the owner still incur damages or hardship should the project
exceed the target schedule or the contractor declare bankruptcy. Also, the contractor may put a
high price for his bid to cover the risks.

The owner, who selects the appropriate type of contract according to the prevail conditions, may
gain some of protection against the risks that may occur. For example, the “lump-sum” contract
affords the owner some protection against cost overruns by placing the responsibility of
construction on the contractor. While, the “cost-plus” contract may expose the owner to the risk
of increasing prices of material and labor.

Some of owners attempt to use an ambiguous contract language to protect themselves from the
risks. This manner is not correct and may cause problems and differences between the parties.
The contractor, who prices each risk in his bid, will not win in the bidding because of existence
other contractors welling to bear some of risks in order to win in the bidding.

The risk and the responsibility on it can be identified in the contract clauses, and this manner
can avoid the parties any disputes or differences between them as that risk occurs in the future.
The owner must bear any engineering risk resulted from errors, omissions, or changes in design,
plans, or specification; especially when is responsible on furnishing these documents. On other
hand, the contractor is responsible on the engineering risks resulted from his errors and
omission during the execution.
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ABSTRACT

This study included three trials that were made during December 2003 by using lime, of 98% w/w
calcium hydroxide to find the relation between lime doses to be added and the hardness removed
.The trials were performed by adding various doses of lime and measuring the hardness, electrical
conductivity and pH in water produce by three plants, Nissan in the north of Baghdad, Al-Karama
and Al-Wathba water treatment plant in Baghdad center. The objective of this study is to find the
optimum lime dose that gives the minimum hardness content.

The results indicate a non linear relation between lime dose added and the hardness removed .

The results represented a 36% removal in hardness when using an optimum dose of lime 200 ppm
in Nissan water treatment plant, while a percentage removal of 34% was obtained in both Al-
Karama and Wathba water treatment plants with 300 ppm dose of lime.

The low percentage removal indicates the presence of non-carbonate hardness which could not be
removed by lime alone.
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INTRODUCTION

The publics now demand that the water works operator does more than furnish water which is clear
and free of disease-causing organisms. They desire water that is soft, free of taste and odor, and
doesn’t discolor plumbing fixtures or corrodes metals. Industry also require water that will not
interfere with its processes (Steel, 1984). Most natural waters have dissolved matters in them. that
may cause such properties

With today’s awareness of the many unwanted substances in various water supplies, specialized
devices are being marketed to treat small quantities of water just before drinking or for cooking
purposes. This awareness has been heightened by the wide media coverage given to chemical spills,
toxic waste dumps, and the under-treatment of community waters and improper sewage disposal.
All of which seem to cause short or long term effects on potable water sources. Together, these
factors tend to create doubts to the quality of water we consume. Bottled water, sold in supermarket
as well as home delivery, has met a good deal of need for safer drinking water when doubts persist
in mind of the homemaker as to the local water quality. This product is also used for aesthetic
quality reasons or to satisfy dietetic needs. (Water facts, 2000)

WATER HARDNESS

Hardness of water is the measure of water capacity to precipitate soaps. Hardness minerals are
calcium and magnesium in parts per million. Water hardness may be either carbonate or non
carbonate .The carbonate hardness caused by the bicarbonate of calcium and magnesium while non
carbonate hardness caused by the sulfate and chlorides of calcium and magnesium. W.H.O, 1984
classified drinking water according to its hardness as in Table(1)

Table (1)
Classification of drinking water according to its hardness

Hardness in ppm Description of water
0-60 Soft water

60-120 Medium hard water
120-160 Hard water
>160 Very hard water

SOFTENING METHODS:

One of the main problems in water is the increase in amount of hardness that should be decreased to
the desirable concentration There are many methods used in softening of drinking water such as
Reveres Osmoses, lon Exchange, Chemical Precipitation and others.

The Chemical Precipitation which is most suitable in Iraq because of the availability of lime locally
produced and its low cost.

That precipitate most commonly used in water treatment are those calcium carbonate and metallic
hydroxides. Such as lime.

Chemical precipitation-lime softening

The aim of this process is to remove the carbonate hardness (temporary hardness) attributed to
calcium and magnesium. The non-carbonate hardness (permanent hardness) is not affected.

The assessment of lime softening equipment should be primarily based on its ability to produce a
homogenous mixture of raw water reagent and CaCOs3 nuclei, in a reaction zone of a suitable size.
In order to increase the settling velocity, an organic flocculants may be injected following the
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growing phase of the crystals. When the aim is to obtain particularly clear carbonate-free water,
lime softening should always be followed by filtration. (Degremont, 1991).

Basic Reactions
The chemical reactions for lime softening are as follows: -

ey
2)

Ca(OH),+Ca(HCO3), » 2CaCOy +2H,0

Ca(OH)2+Mg(HC03)2 > CaCO; l +MgCO3+2H20

As magnesium carbonate is relatively soluble (solubility about 70mg/I), an excess of lime will bring
about the following reaction: -

Ca(OH),+MgCO3 > CaC01 +Mg (OH), 3)

PROPERTIES OF LIME

A very fine powder, which is usually white. The form used is hydrated lime, which varies from
source to source. For example (limbux) lime from UK has 98%w/w calcium hydroxide, and Iraqi
lime from Kerbala has been analyzed as having about 95%w/w

Initially the lime will be delivered in bags stacked on pallets, provision has been made for possible
future bulk delivery by special rod vehicles which can be pneumatically discharged direct into lime
silos also in (big bags) of one ton capacity.

Being a caustic alkali, lime requires careful handling but is not corrosive to iron, steel, most metals
or general construction materials. The dust will however roughen glass over a period of time.
Storage areas must be kept dry and free from draught and if the lime is not contaminated or caked,
any recently damaged or split bags must be used immediately.

Long exposure to the atmosphere may cause carbonated lime that should be rejected

Stocks should be used in rotation and care must be taken to keep them separated from other
chemicals.

Careful handling is required to minimize dust formation at all dry lime handling stages and the dust
extractors provided at key points must be used and be properly maintained.

Hydrated lime doesn’t produce heat on mixing with water or when subsequently diluted. However,
as its solubility is very low, the slurry, must be continually agitated otherwise it will settle. The
mixing tanks must have stirrers, which run continuously while containing lime slurry.

When lime is first mixed with hard water, local softening occurs with a precipitation of calcium
carbonate and magnesium hydroxide. This reaction initially takes place in the slurry mixing tanks
and later in mixers where further water is added.

Beyond the need to clean out the mixing tanks and mixers, from time to time, no operational
problems are expected from such reactions. (Operation Instruction, 1986)

EXPERIMENTAL WORK AND DISCUSSION

Three trials were made during Dec. 2003 by using lime, of 98%w/w calcium hydroxide to find the
relation between the doses added and hardness removal in three plants, Nissan WTP, Al-Karama
WTP and Wathba WTP as discussed below: -

Calculation of Lime Required for Optimum Precipitation
Notation:-
CaH:- Calcium hardness in French degrees representing the total calcium salts content.
MgH:- Magnesium hardness in French degrees representing the total magnesium salts content.
Malk:- Alkalinity Measurement due to adding Methyl Orange
C:- Free CO; content in French degrees is calculated as: -
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B Free CO, (mg/l)
C= 4.4 @)

Amount of lime: -
The theoretical amount of lime required for optimum precipitation of calcium carbonate alone is: -
Ca(OH),= 7.4(Malk + C) g/m’ (5)

To precipitate calcium carbonate and magnesium oxide simultaneously: -
Ca (OH), = 7.4(2Malk — CaH + C) g/m’ (6)

ml of titration * N * 44000 (7
ml of sample

CO, (mg/l) =

First Trial

In Nissan WTP which is in the north of Baghdad its intake is an upstream disposal area of many
industries on the Tigris River, this region is considered a good quality source.

CO, =34.32 mg/1 from the experimental work.

C="7.8 mg/l from equation 4.

Malk = 13.6 F.D. from the experimental work.

CaH =8.3 F.D from the experimental work.

The amount of lime required to precipitate calcium carbonate and magnesium oxide simultaneously
is 197.58mg/1 = 200 mg/1 from equation 6.

The results of this trial was as follows:-

Table (2)
The Result of the First Trial of Lime Softening.

Lime dose(ppm) Ha removal(ppm) | % removal
0 0 0
50 11 3
100 24 7
150 82 23
200 126 36

250 107 30
300 76 22
350 73 21
400 72 20
450 67 19
500 56 16

Second Trial
In Al-Karama WTP at Baghdad center on Al-Karkh side which is the region of poor water quality
because of the disposal of industrial effluents.

CO, =98 mg/l from the experimental work.
C=22.27 mg/l from equation 4.

Malk=15.7 E.D. from the experimental work.
CaH =13.3 F.D. from the experimental work.

The lime dose =298.7mg/l = 300 mg/I for optimum precipitation from equation 6.
The results of the second trial were as follows:-
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Table (3)
The Result of the Second Trial of Lime Softenin

Ha removal

Lime(ppm)

(ppm)

% removal

0

0

0

50

10

2

54 11
70 14
20
28
34
30
24
23
22

Third Trial

In Al-Wathba WTP at Baghdad center on Al-Rasafa side about 3.0 km south Al-Karama WTP with
water of poor quality also.

CO;, =64 mg/1

C=14.5 mg/l

Malk=16.1 F.D.

CaH=124 F.D.

The lime dose=254.1mg/l =300 mg/l for optimum precipitation.

The results of the third trial was as follows:-

Table (4)
The Result of the Third Trial of Lime Softening

Ha removal
(ppm)

0 0 0
50 23 5
100 48 10
150 63 13

Lime(ppm) % removal

200 88 18
250 138 28
300 166 34
350 130 27
400 88 18
450 81 17
500 76 16

From Tables (2),(3) and (4) the hardness values began with high value and decreased on adding
lime ,reaching the minimum value at the optimum dose, the pH value increased as the lime dose
increased.

The removal of hardness began with low values then increased to a maximum value at the optimum
dose of lime then decreased when lime dose increased as shown in Fig. (1-a), (1-b) and (1-c¢).

The regression equations of the relation between lime dose and hardness removal was to be of a
non-linear form as follows:-

The best regression was:
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Y=ax" exp (cx) (8)
1- In Nissan WTP:-

Y:2.31 % 10-4 X2.892 e-0.0l 17x ( 9)
R=0.888
2- In Al-Karama WTP:-

R=0.961
3- In Al-Wathba WTP:-

Y=2.19 * 10-4 X2.862 e—0.0le ( 11)
R=0.905

Fig.(2) shows the best fit curve for the mean data of the three plants with regression equation as
follow:-

V=181 % 10 x289 ¢0.0102x (12)
R=0.988

The best regression equation in Al-Karama WTP with a correlation coefficient of 0.961.Fig. (3)
shows the percentage removal of hardness versus lime dose in the three plants Nissan WTP north of
Baghdad and Al-Karama WTP, Al-Wathba WTP in Baghdad center. The figure represent high
percentage removal in Nissan WTP for low doses but high percentage removal in Al-Karama then
Al-Wathba for high lime doses, also the percentage removal 36% when optimum dose of lime in
Nissan WTP, while the percentage removal of 34% when optimum lime dose in both Al-Karama
and Al-Wathba WTP

The low percentage removal indicates the presence of non - carbonate hardness which can not be
removed by lime only.

CONCLUSION

1- The relation between lime dose and % removal of hardness is of a non-linear form with the best
regression equation in Al-Karama WTP with a correlation coefficient of 0.961 . this correlation is
of 0.988 for the mean data for the three plants.

2- The maximum decrease of carbonate hardness was at the optimal lime dose with percentage
removal of 36% in Nissan WTP and 34% in both Al-Karama and Al-Wathba WTP.

3- Softening with Lime need to adjust the pH of the treated water, also ferric chloride is the
clarifying reagent to be used because Aluminum Sulfate would solubilize the Alumina, which
might subsequently reflocculate.

4- The principle difficulty with using lime for carbonate hardness removal is the large amounts of

sludge generated which has to be disposed, although this sludge is easily dried.

RECOMMENDATION AND SUGGESTION

1- To make use of lime plant which is present at Al-Karkh project, which is out of work for the
time being, to use it in another project when needed.

2- Studies should be conducted to improve hardness removal by using the combination of Lime
and Sodium Carbonate for removing carbonate and non-carbonate hardness.
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DESIGN & IMPLEMENTATION OF FRACTIONAL - N
FREQUENCY SYNTHESIZER

Ali M. N. Hassan
Assistant Lecturer
University of Baghdad — Al khawarizmi Engineering College

ABSTRACT
This research involves design & implementation of fractional — N frequency synthesizer with the
following specifications: Frequency range (2350- 2750) MHz,Step size (1 kHz), Switching time 8.9
us, & phase noise @10 kHz =-115dBc & spurious -69 dBc
The third order Fractional —N technique was chosen to satisfy the design requirements. In this
system the ZAmodulator placed on digital phase-locked loop to control the fractional value of the
frequency division ratio thereby eliminating spurious and allowing good phase noise performance.
The development in I.C. technology provides the simplicity in the design of fractional —N
frequency synthesizer because it implements the phase frequency detector(PFD) , prescalar,
YAmodulator & reference divider in single chip. Therefore our system consists of a single chip
contains (low phase noise PFD, charge pump, prescalar, XAmodulator & reference divider), voltage
controlled oscillator , loop filter & reference oscillator.
The application of this synthesizer in frequency hopping systems, wireless transceivers ,GSM &
radar because it has high switching speed ,low phase noise & low spurious level.
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INTRODUCTION

Fractional —N was originally developed 31 to 36 years ago then called Digi-phase and later
Fractional —N by Racal and H.P.[Li, Lin, 2000].there are three types of fractional-N technique. In
the first order technique , the fractional division can be used to increase the reference by an order of
magnitude or to reduce the division ratio. The first order appears to be solution to the drawbacks of
PLL ,but this type has not been the case. Naturally , fractional division generates a new periodicity
within the Division by N and therefore, introduces spurious signals. An improvement can be
achieved by analogue compensation of the phase error. The phase error exactly represents by the
content of the accumulator. This allows to cancel the spurious. The analogue compensation
represents the second order. But it has disadvantage in accuracy. An alternative to the second order
is the third order fractional-N, it uses all digital spurious cancellation by implementing sigma-delta
modulation.

A general rule and requirement in PLL designs to try to use the highest-frequency reference and the
lowest division ratios. Also, the higher-frequency reference is easier to

filter out and yields a lower division ratio, which produces better phase noise, lower spurious signal
response, and better switching time. However, in many cases these requirements conflict with the
rest of the design parameters, since high resolution (fine step size) requires low reference frequency
and therefore high division ratios. If the reference frequency is high, then the frequency resolution
or the step size is high. To achieve small step size, it is necessary to either use low reference
frequencies or resort to multiloop designs. This increases the complexity, size, and cost. All the
designs that we demonstrated assumed the divider ratio N to be a whole number. But if N could
include a

whole number plus a fraction, it would be possible to generate step sizes that are smaller than the
reference frequency. The fractional N frequency synthesizer is a modified version of the PLL based
synthesizer where the integer frequency divider is replaced by a fractional frequency divider. Fig.
(1) shows the simplified block diagram of a fractional N synthesizer. The only difference from the
PLL based synthesizer is that the frequency divider has a choice between two integers, N and N+1.

fref

+ N/N+1 <

clock
I overflow
ﬁ
- Accumulator

Divider ratio setting word L,

Fig. (1): Fractional N frequency synthesizer block diagram
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The reference clock also provides the clock signal for the phase accumulator. The phase
accumulator accumulates its output with a divider ratio setting the word of length Ldiv at each clock
cycle. The dual-mode divider divides its input by N when the phase accumulator is not overflowed.
When an overflow signal from the phase accumulator appears, the dual-mode divider divides its
input by N+1. On average, the divider divides its input by a fractional value between N and N+1.
To calculate the exact divider ratio, we assume the accumulator length to be Lacc. For every Lacc
clock cycles, the accumulator overflows Ldiv times. That means for every Lacc clock cycles, the
divider divides its input by N+/ Ldiv times, and divides by N for the rest of the times. If Navg is

the average dividing ratio, then

Navg Lacc = N (Lacc - Ldiv ) + (N + 1) Ldiv eq(1.1)
And
Navg = N + Ldiv/Lacc eq(1.2)

The fractional divider ratio makes it possible to have a much smaller frequency step with the same
reference frequency comparing to the PLL based synthesizer. In other words, the fractional N
synthesizer can have a higher reference frequency and hence higher loop bandwidth without
compromising the stability of the loop. But the fractional divider ratio is achieved through an
averaging process. The alternating N, N+ divide numbers cause the output frequency to vary
between N*fref and (N+1)*fref.

ADVANTAGES & DISADVANTAGES OF FRACTIONAL N SYNTHESIZER

In a fractional-N phase-locked loop, the division ratio N is switched between two or more integer
values in such a way that the average value of N can be a fractional number. Consequently, the
phase comparison frequency can be much higher than in integer-N synthesizers, and thus the
division ratio can be much lower. For example in the DCS-1800 system, a phase comparison
frequency of 13 MHz would result in N ranging from 131 to 145. A channel spacing of 200 kHz
then requires the ability to change the

division ratio in steps of 200/13000 = 0.0154[Conkling, Craig , Feb,1998].

A reference frequency of 13 MHz, or 65 times higher than in the integer-N synthesizer, also
(theoretically) enables up to 65 times higher loop bandwidth. This in turn results in up to 65 times
faster switching. In practice, however, the maximum loop bandwidth is limited by factors other than
the reference feedthrough, and cannot be increased as much. Still, the designer now has more
freedom in choosing the loop bandwidth. If, for example, a very good reference suppression is
required, the loop bandwidth can be made significantly smaller while still meeting the switching
time requirements. In short, using a fractional-N PLL instead of an integer-N one loosens the
coupling between the choice of loop bandwidth and the choice of the reference frequency.

Also, since the division ratio is smaller than in integer-N synthesizers, the phase noise of

the reference oscillator is not amplified as much. In the above example, the reference frequency was
increased from 200 kHz to 13 MHz. This reduces the amplification of the crystal oscillator phase
noise in the DCS-1800 system from 40dB to 22dB.

The main source of problems in fractional-N synthesizers is the fact that although the average
division ratio is a fractional number, the instantaneous division ratio must still always be an integer.
In practice, the fractional division is typically performed by using

an accumulator, i.e. a digital adder that adds a fraction F of its full scale value to its contents once
every reference clock cycle. During the accumulation, the prescaler divides its input frequency by
N. Every time the accumulator overflows, the prescaler divides by N+1/ for one cycle. The average
output frequency will now be

Jour= (N + F)fres eq(2.1)
During the accumulation, the divided VCO frequency seen at the phase detector input is
Jrco =Jrer + (FIN) frer eq(2.2)
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On the other hand, the reference frequency seen at the other phase detector input is always fref .
Thus, the phase error at the input of the phase detector increases at a rate of

AB(t) = 21 (F/N) (/T ep) eq(2.3)

When an overflow occurs in the accumulator, the prescaler divides by N+1 for one period,
corresponding to a 2w decrease in the phase error at the phase detector input. The resulting phase
error has a sawtooth shape. The sawtooth shaped phase error, also known as a “beat note”, causes
spurious tones in the output spectrum at offsets of +K-F -fref, where K = {0, 1, 2...}, i.e. at integer
multiples of F -fref. These spurious tones, having a large energy in a very small bandwidth, are well
as the phase noise of the PLL, causing significant problems in almost all applications. What
magnifies the problem is the fact that spurs occur at fractional multiples of fref, i.e. they can occur
well within the channel bandwidth, and inside the PLL bandwidth as well.

SPUR CANCELLATION TECHNIQUES

Only the very first implementations of the fractional-N divider operated as above. The spurious
tones limit the performance of the synthesizer so much that it is practically unusable in most
applications. Different methods to eliminate the sawtooth phase error, and thus the spurs. These
methods will be discussed in the following subsections.

Analog compensation

The first proposed means of correcting the sawtooth phase error was injecting an opposite ramp
signal somewhere in the loop so that the sawteeth cancel each other. In the first order fractional-N
synthesizer, the synthesizer has two identical digital accumulators, one controlling the prescaler
modulus, and the other one controlling a ‘“sideband reduction circuit”. The sideband reduction
circuit generates a sawtooth signal with an opposite polarity than the sawtooth at the input of the
phase detector. This correction signal is then added to the VCO control voltage node. Ideally, the
VCO control voltage is now constant when the loop is in lock. In this method , precision analog
components are needed[j. Craeninkx & M. Steyaert, 1998].

Sigma delta modulation

This method will be used to implement fractional N synthesizer in my system to eliminate the
fractional spurs. The basic principles of the digital XA modulation will be presented in the
following.

Fundamentals

The accumulator used to control the modulus of the prescaler can be viewed as the digital counter
part of a first-order analog XA-modulator. The carry of Accumulator changes the prescalar from N
to N+1 for one cycle Fig. (3.1) shows the accumulator, i.e. an adder with a one clock cycle delay in
the feedback path, with the corresponding signals. The frequency control word is fed into the A
input, and added to the B input to produce a sum output X. When the adder overflows, the carry out
bit c is set[Goldberg, Bar-Giora , 1999].
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[7]
1~ |

Fig. (3.1) The digital accumulator with the corresponding input and output signals.

Let us denote the frequency control signal fed to input A by xi, and carry output ¢ of the
accumulator by yi. When an overflow occurs, the contents of the accumulator are “flipped over”,
which can be viewed as subtracting the full scale of the accumulator from its contents.

The output of the accumulator at an arbitrary time is the sum of its input at that time and its contents
one clock period earlier. If an overflow occurs, the full scale of the accumulator is subtracted. The
output can thus be expressed as

2i=xi+ 22—y eq(3.1)
yi=xi+2i—2; eq(3.2)
Yi=Xi— (Zi—2i1) eq(3.3)
The z-transform of equation (3.3) is

Y(2) =X(z)- 2(z) (1-7") eq(3.4)

Let us now look at the signal flow diagram of a first-order analog £A-modulator shown in Fig.
(3.2). The input is again denoted by x, and the output by y. The operation performed in the dashed
box is the quantization, and e denotes the quantization error.

=}

x Delay kil .é b
Juantizer

Fig. (3.2) The signal flow diagram of a first-order analog XA-modulator.

The above modulator is described by the following equations:

Wi = Wi +Xip - Yil eq(3.5)
Yi=wi+ e eq(36)
Combining these two, we get

Yi—€ =Yir—eir+ Xi] Vil eq(3.7)
Vi=Xi +ei—eig eq(3.8)
The z-transformation of Equation (3.8) is

Y(z)=z"'X(z) + E(z) (1- ") eq(3.9)

Comparing Equation (3.9) with Equation (3.4) shows great similarity. Ignoring the latency of one
clock period in the signal path of the analog £A-modulator, and treating the contents of the digital
accumulator as the negative of the quantization error, the equations are identical.

A XA-modulator shapes the quantization noise in a high pass fashion. In other words, the
quantization noise is pushed to higher frequencies, and the signal-to-noise ratio at low frequencies
can be very high. Fig. (3.3) shows the output spectrum of an analog first order XA-modulator with a
low frequency input[Dean banerjee , 2005].
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Fig. (3.3): The output spectrum of an analog XA-modulator with a low-frequency
input signal.

Looking at Fig. (3.3), it would seem that the quantization noise is originally white, and then shaped
into higher frequencies. The white noise assumption, however, holds only for “sufficiently busy”
input signals. In fractional-N synthesizers, the input signal is normally constant, and the
quantization noise is no longer white. The quantization noise power is concentrated into a finite
number of spurious tones. The spurious performance combined with the relatively poor noise
shaping (20dB/decade) make the first order XA-modulator quite useless in practical applications.

Cascaded (MASH) modulators

As explained above, the spurious tones at the output of the modulator result from the input being
DC. The signal in the XA-output of the accumulator, however, is no longer at DC, although it is
periodical. Now, this signal can be fed into the input of another accumulator, whose output will be
much less periodic than the output of the first accumulator. The first accumulator carry changes the
division ratio of the Divider from N to N+1 for one cycle. The output is digitally integrated by the
second accumulator and its carry output changes the division ratio to N+1 and then N-1 on the next
clock cycle. Combining the ¢ outputs of the two accumulators in a suitable way(see Fig (3.4), the
quantization noise of the first accumulator can be canceled[J.A Crawford , 1994].

=]
-

Fig. (3.4): The block diagram of a second-order MASH modulator.
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As shown in Equations (3.1) to (3.4), the output of the first accumulator is

Y(z)=X(z) -2i(z) (1 - z‘l) eq(3.10)
Feeding the X -output of the first accumulator into the input of the second one, the output
of the second accumulator is

Ya(2) = Zi(z) - Za(2) (1 -27) eq(3.11)
Combining the outputs of the accumulators as shown in Figure 3.4, we get the following
as the output of the entire modulator:

Y(2) = Yi(z) + Ya(z) - Ya(z) 7 eq(3.12)
Y(2) = Yi(2) + Ya(z) (1 -2) eq(3.13)
Y2)=Xz)-Zi(z) (1- z") +Zi@) (1 - z")-%2) (1 -2') eq(3.14)
Y(2) = X(z) - Zo(2) (1 -2')’ eq(3.15)

As Equation (3.15) shows, the quantization noise of the first accumulator cancels out. This
greatly improves the spurious performance of the modulator, since the first accumulator is the one
with the more periodical output. Also, as Equation (3.15) shows,
the noise transfer function is now a second-order high pass function. Thus, the signal to noise ratio
at low frequencies is higher than in a first-order modulator.

This concept, called the cascaded modulator or the MASH modulator, MASH modulators of any
order are unconditionally stable if individual modulators comprising the MASH are stable. In this
case, the individual modulators are first-order ones, and thus always stable. Hence, the order of the
MASH modulator can be increased at will without causing any stability problems. In the case of
three accumulator or more, the third accumulator changes the prescalar to N+1,N-2,N+1,the fourth
uses the sequence N+1,N-3,N+3,N-1, and the more sequence will be shown in Fig. (3.5). As shown
in figure (3.5), the sequence forms a Pascal triangle but with the overall sum of each row being zero
with exception of the output from the first accumulator. Hence the second and subsequent
accumulators have no long term effect on the division ratio[Mike Curtin and Paul O’Brien, 1999].
In digital A-modulators, increasing the order of the modulator improves the spurious

performance and the low-frequency SNR basically unrestrictedly. However, a higher order noise
transfer function of the modulator causes problems in the design of the loop

filter. The quantization noise of the modulator is pushed to higher frequencies, and rises

with frequency at a rate of 20 decibels per decade per modulator order. For example, the
quantization noise of a third-order modulator rises at a rate of 60 dB/decade[Li Lin , 2000].

1 Accumulator 1
+1 -1 Accumulator 2
+1 ) +1 Accumulator 3
+1 e +3 -1 Accumulator 4
+1 -4 +6 4 +1 Accumulator 5

Fig. (3.5): Pascal's triangle

SYSTEM DESIGN

Based on theoretical analysis shown in section three a fractional —N synthesizer will be designed for
the following requirements :

¢ Frequency range : 2450 MHz — 2750 MHz
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FREQUENCY SYNTHESIZER
s Step size : 1kHz
% Switching speed : less than 10 usec
¢ Phase noise : less than -80dbc/Hz @ 10 kHz
% Spurious :-60 dB
The sigma delta modulator will be used to implement the system since it has the following
properties:

+¢ eliminating spurious digitally.

% Allowing good phase noise performance.

The sigma delta modulator in this system contains four stage of accumulator. The system contains
on the following parts as shown in the schematic diagramFig. (4.1).

¢ Single chip : contains phase frequency detector , charge pump , N-divider & £A-modulator.

% Voltage controlled oscillator.

» Loop filter.

» Frequency oscillator.

D

DS

Fig. (4.1): Schematic Diagram

Single chip (1.MX2486)

The LMX2486 consists of low phase noise phase frequency detector(PFD) ,N counters, R counters,
YA-compensation and charge pump. The LMX?2486 is fabricated using National Semiconductor’s
advanced process. The parts of single chip as shown in Fig. (4.2) is described as follow[The
National Semiconductor data sheet, 2005]:

TF N Divider [ YadlFt
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Fig. (4.2): Functional Block Diagram
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<+ OSCILLATOR BUFFER, AND R COUNTER: The oscillator buffer must be driven single-ended
by a signal source, such as a TCXO. The OSCout pin is included to provide a buffered output of
this input signal and is active when the OSC_OUT bit is set to one. The ENOSC pin can be also
pulled high to ensure that the OSCout pin is active, regardless of the status of the registers in the
LMX2486. The R counter divides this TCXO frequency down to the comparison frequency.

% PHASE frequency DETECTOR: The maximum phase detector frequency for the LMX2486 RF
PLL is 50 MHz. However, this is not possible in all circumstances due to illegal divide ratios of
the N counter. The crystal reference frequency also limits the phase detector frequency, although
the doubler helps with this limitation. There are trade-offs in choosing the phase detector
frequency. If this frequency is run higher, then phase noise will be lower, but lock time may be
increased due to cycle slipping and the capacitors in the loop filter may become rather large.

% CHARGE PUMP: For the majority of the time, the charge pump output is high impedance, and
the only current through this pin is the TRI-STATE leakage. However, it does put out fast
correction pulses that have a width that is proportional to the phase error presented at the phase
detector. The charge pump converts the phase error presented at the phase detector into a
correction current. The magnitude of this current is theoretically constant, but the duty cycle is
proportional to the phase error. For the RF PLL this current is programmable in 16 steps. Also,
the RF PLL allows for a higher charge pump current to be used when the PLL is locking in order
to reduce the lock time.

¢ N COUNTERS & XA modulator: The N counter divides the VCO frequency down to the
comparison frequency. The RF N counter contains an 16/17/20/21 and a 32/33/36/37 prescaler.
The LMX2486 delta-sigma modulator is programmable up to fourth order, which allows to select
the optimum modulator order to fit the phase noise, spur, and lock time requirements of the
system. In our system fractional modulus is 15000.

Voltage controlled oscillator

The voltage controlled oscillator (VCO) is selected to achieve the frequency range(2350-
2750)MHz with minimum phase noise. LMX2531LQ2570E I.C. is used to cover the

required frequency range[8]. LMX2531LQ2570E has the following specifications:

% Frequency range: (2336 — 2790) MHz.

% Output power : (-1dBm - 4dBm).

+¢ Fine tuning sensitivity (Kvtune): (10 - 23)MHz/V.

% Output impedance: 50Q.

Loop filter
In cases where the VCO requires a higher tuning voltage than the charge pump can operate, active

filters are necessary. VCOs with high voltage tuning requirements are most common in broadband
tuning applications.

The loop filter impedance is defined as the voltage output at VCO to the current injected at the
charge pump in the single chip synthesizer. The expression of loop filter impedance Z(s) & the
corresponding poles & zeros are shown below at various filter orders is shown below[Dean
banerjee, 2005]

Z(s) = {1 +sT}/{s(A; SHA S+ A s+ Ap)} , where T, = R,C, eq(4.1)

As, Ay, A & Ay are the coefficients of filter. For our system, the order of filter is three. Therefore
A4 =0 & the values of the rest of coefficients as follows:

Ap=Cl1+C2, A;=CIC2R2 + (C1+C2)C3R3 & A, =C1 C2C3R2R3

For our design, the values of components of Filter as follow:

C1 = 1pF, C2=4.7pF, C3 = 1nF, R2 = 220kQ & R3 = 10Q.
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Loop B.W. =400 KHz, damping factor = 0.8.

The opamp in this filter must be a low phase noise, therefore we select LM6211. this op amp is
fabricated by national semiconductor with following specifications:

% Input bias voltage : 2.75 volt.

¢ Opamp negative supply: 0 volt.

*

¢ Phase noise c/c of opamp in our system is shown in Fig. (4.3).
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—160 | 180
-165 - -165
170 : : . . -170
-1 o 1 2 k3 +
10 10 10 16 14 10

Frequency f{KHz}

Fig. (4.3): phase noise c/c of op amp

frequency oscillator

The frequency of crystal oscillator (TCXO)in this system is 15 MHz , therefore the R counter is set
to 3 to obtain 5 MHz. The phase noise c/c of TCXO in our system is shown in Fig. (4.4). From
Fig. (4.4) , it is clear that the TCXO is a low phase noise.
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Fig. (4.4): phase noise c/c of TCXO

RESULTS
The system is simulated by software (WEBENCH) from National semiconductor company. The
performance of frequency synthesizer consists of :
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% Lock time: it is defined as the time needed for switching the synthesizer from one frequency to
another . The lock time of our synthesizer is 8.9usec for frequency switching (2350 - 2750)MHz
as shown in Fig. (5.1).

Frequency (HHz)
)
=l
o
o

)
o
o
=3
| N e v

i
o 20
Tine {usS}

Fig. (5.1): lock time c/c of system

% Phase noise: it is the most critical parameters which describes short term frequency instability
include fluctuations in signal s phase or frequency that less than 1sec. Fig. (5.2) shows the phase

noise c/c of the system & VCO.
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Fig. (5.2): phase noise c/c of TCXO

*

¢ Spurious output: denotes any unwanted products present at output of frequency synthesizer. The
spurious level in this system is -69dB.

DISCUSSION & CONCLUSIONS

The implemented fractional N synthesizer has been presented with the basics of fractional PLL ,
including advantages & disadvantages. The implemented synthesizer achieve the requirements in
section (4 )with the following specifications:

¢ Frequency range : 2350 MHz — 2750 MHz

*

s Step size : 1kHz
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¢ Switching speed : 8.9 usec

¢+ Phase noise : -115dbc/Hz @ 10 kHz

¢ Spurious :-69 dB

Among various techniques, the F-N technology has been selected since it has several advantages:

* Low feedback —divider ratio results in lower phase noise with fine step size.

% Low phase noise contributions are lowered by 20log(L),where L is the fractional modulus.

¢ Channel spacing is 1/L times smaller than an integer PLL.

% Larger loop B.W. results in lower lock time.

The development in I.C. technology provide the simplicity in the design of frequency synthesizer
because it implements the PFD , prescalar, delta-sigma modulator & reference divider in single
chip. this single chip has the following properties :

% Low power consumption.

¢ flexibility in selecting crystal oscillator frequencies.

% High reliability.

There is Direct digital synthesis (DDS) can be used to implement this system but it has drawbacks ,
its main disadvantage include the fundamentals limit of B.W. (maximum frequency o/p is less than
one half the clock rate). Expanded B.W. requires higher clock rates , & therefore faster logic and
more critical manufacturing & testing processes. There is Hybrid technique (DDS as reference
oscillator) can be used to implement this system successfully but it has high cost relative to
implemented system. Multi Loop PLL can satisfy this frequency range but these loops with their
mixers increase spurious o/p signals , power dissipation , cost , size & complexity.

Table (6.1) shows a fair comparison with another work in 2003 includes design of an integrated
CMOS PLL frequency synthesizer consists of two loops.

Table(6.1) comparison between implemented system with multi loop system

System
parameters

Frequency
range(GHz)

Switching
time

Phase noise

Spurious
level

Number
of loops

Multi loop
implemented

In 2003

24-25

30 us

-83 dB/Hz
@10 KHz

-60 dBc

2

System
implemented.

2.35-2.75

8.9 us

-115dB/Hz
@10 KHz

Table (6.2) shows a fair comparison with another work in 2004 includes design of a fully integrated
Fractional-N frequency synthesizer for wireless communications.

Table(6.2) comparison between implemented system with a fully integrated Fractional-N frequency

System
parameters

Frequency
range(GHz)

synthesizer

Switching
time

Phase noise

Spurious
level

Number of
loops

Fractional-N
implemented
In 2004

2.4 -2.4853

10 ps

-90dB/Hz
@10 KHz

-48 dBc

1

System
implemented.

2.35-2.75

8.9 us
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ABSTRACT

In this study, a dynamic analysis of machine foundations under vertical excitations is carried out.
The effect of embedment and foundation geometry has been taken into account. The stiffness and
damping of soil are considered as frequency dependents. A computer program (CPESP) in
FORTRAN POWER STATION has been coded to evaluate the stiffness and damping coefficients
depending on excitation frequency and embedment depth. Results have shown that increasing the
embedment depth leads to increasing the resonant frequency and decreasing the amplitude of
vibration.
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KEY WORDS
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INTRODUCTION

Most of the solution methods treat the machine foundation as a block resting on the surface of an
elastic soil. The real footings are usually embedded and this considerably affects the dynamic
response of footing, Barken.D.D (1962). The rigorous analytical solution of embedded footings has
many mathematical difficulties. The most promising way of studying this problem is the finite
element analysis as had been used by many researchers such as Lysmer.J(1979) and by kaldjian
.M.J (1969) for static analysis.

Nevertheless, there is a need for alternative approximate solutions that would be able to predict the
motion and to evaluate the stiffness and damping characteristics of embedded footings.
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EQUATION OF MOTION
By applying de Alembert's principle, the equation of motion can be written as; Fig. (1)
mU ,(t)+C, (@)U ,(t) + K, (@)U () = P, exp(iax) (1)
Where:-

m =Total mass.

mU ,(t) = Inertia force.

C, (@)U ,(t) =Damping force.
K,(@)U,(t) = Elastic force.

K _(w)=Frequency dependent stiffness.
C.(w)=Frequency dependent damping.

Pexp iwt)

l

|
C () T £ K(o

VAV

Fig. (1) Foundation resting on spring and dashpot

For harmonic loading with an excitation frequency of @, the steady state solution can be assumed
as:

U.(t)=A_ exp(iat) 2)
Substituting eq. (2) into eq. (1):-

—ma*A_expliar) + [K (@) +iaC (w)]A exp(iar) = P, exp(iat)
Dividing both sides of the equation by exp(iar)and separating real and imaginary parts, the
amplitude of motion A will be:-

P,
A= (K (@) -ma*) +ioC (0)] (3)

Leta, =K (w) —ma’
a,=-aC_(w)

Multiplying the numerator and denominator of eq. (3) by (a, +ia,), the amplitude can be written
as:-
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A= (a, ;riaz)zR, _ exp(ig) P )
) a, +a, R
Where:-
R=ya  +a,’
And
A . —C (w)
¢=tan"'(a,/a,)=tan K(a))——ma)

Substituting A_ into eq. (2) the steady state solution becomes:-

XPD) o oiary = L explitar +9)]

U.(n=
: R VK (@) -ma') +@'C. (w)

&)

The real part of the amplitude of vibration is:-
P

4

VK, (@-mw?) +@C, (o)

where:-

Eq. (5) gives the dynamic response of the foundation in vertical vibration and for an exciting force
of constant amplitude P, .

The natural frequency of the undamped free vibration is:-

o, =K _(w)/m (6)

In this study a rigid foundation will be studied which is located at depth D below the ground
surface. This foundation is subjected to a steady-state vibration by a harmonic vertical force,
P(t)= P exp(iat), having an amplitude of P and a circular frequency @, and acting through the
centeroid of the base. This dynamic force is resisted by normal soil stresses against the base and by
shear stresses along the vertical foundation sides. The rotational oscillations that may occur due to
the lack of complete symmetry in the soil reactions at the base and especially at the foundation sides
are ignored in this study. The steady-state response of the foundation is thus described by the
vertical dynamic settlementU =U, exp(iat) .

Due to damping the force, P(r) is generally out of phase with the response U(¢). The latter can be
divided into two components, one in phase [U, exp(iawt)] and the other 90° out of phase
[U, exp(iar) ] with P. 'V

The corrected dynamic stiffness, K(£)and the dynamic damping coefficient, C(f)are given

by:-

K(p)=K(@ -aoC-f (7.a)
5(ﬁ)=C+2K—a()w)~ﬁ (7.b)
Where:

S = frequency independent damping ratio. For most soils S ranges typically from 0.02 to 0.05,
Richart.F.E. (1970).
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Both the effective dynamic stiffness and the radiation damping coefficient of the soil-foundation
system are functions of the frequency @ .It is convenient to express K ), as a product of the static

stiffness, K of the system times a dynamic stiffness coefficient k(w)
K., ,=K, ko) (8)
STATIC STIFFNESS OF SURFACE FOUNDATIONS

For a surface foundation of an arbitrary shape, the vertical static stiffnessK  , is given by
Dominguez,J(1978):

K = 2LG S 9)
1-v ~
Where:-

L=Semi-length of a rectangle circumscribed to base surface.
G =Shear modulus of soil.

v =Poisson’s ratio.

§_=Vertical static stiffness parameter.

For non-rectangular base, K, may be obtained as follows, Prakash,S(1988):-

K, =4GR/(1-v) (10)
Where:-
R= Radius of the equivalent circle =4, /7

The equivalent circle approximation predicts S_as follows

s =% Jajar (11)
Jr

The equivalent circle approximation gives good results for L/B<2 to 3 as calculated by Dobry and
Gazetas (1986). Fig (2) shows that:-

(10). _

S =08 for A, JAL* (0.02

12
S.=073+1.54(A, [4L)"" for A, /4L7)0.02 (12)

1.00

0.95

0.90

0.85 /

0.80

0.00 0.04 2 0.08 0.12
A /AL

Fig. (2) vertical static stiffness parameter (Sz) versus base shape (19
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EFFECT OF EMBEDMENT ON STATTIC STIFFNESS

In practice, foundations are placed at a specified depth, say D below the ground surface and
transmit the load to soil. Usually, increasing the depth D means increasing the foundation stiffness
K.

The factors that modify the foundation stiffness are the "trench" and "sidewall contact" effects, that
tend to increase the stiffness of the embedded foundation. These two effects are to be explained

with the aid of Fig. (3).

Trench Effect

Even in perfectly homogenous soil a rigid footing will settle less if it is placed at the bottom of an
open trench. The normal and shear stresses resulting from the overlying soil restricts the vertical
movement and thus reducing the settlement of the foundation base by increasing its vertical
stiffness.

The trench effect suggested by Gazetas and Dobry (1986) is:-

K, /K, =I)1 (13)

Where:-
K, is the vertical static stiffness of an embedded foundation mat with no sidewall contact.

Sidewall Effect
Part of the applied load is transmitted to the ground through shear stresses along the vertical sides of

the footing when the sides are in contact with the surrounding soil.

As a result, the overall stiffness of an embedded foundation K, ,is larger than K, stiffness
corresponding to a foundation with the same depth of embedment but without side effect ,
Ricardo.D (1985).

K
=7 N 14
K side > ( )

tre

©)

Fig. (3) effects of embedment on vertical static stiffness of foundation
(a) settlement due to surface foundation (b) trench effect
(c) combined trench and sidewall effects.
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Experimental studies, such as those of Lysmer.j (1969), offer valuable guidance in this direction.
Combining eqs. 13 and 14 lead to:
Kﬂmb = Ksur : Ilre : Iside

Based on test results the following empirical equations had been derived:-

I =1+ 2 [1434 (15)
2B 341

I, =1+0.19(A /A,)"* (16)

Where:-

I, =Trench factor.

I, =Sidewall factor.

A, =Base area of foundation.

A, =Sides area of foundation.

Fig (4) shows that as (D/B) increases the ratio of (K, /K, ) also increases. This trend is more

pronounced for the case of a square foundation (L/B=1).
The foundation static stiffness (K, ) for a full embedment case is:-

emb

:2L—GS, 1+L2(1+f 4, ) 1+0.19(i)"'666 (17)
1-v ~ 21 B 340 A

b

Fig.(5) shows that as (D/B) increases the ratio (K, /K, ) also increases. Again this trend is more
pronounced for the case of a square foundation (L/B=1)

1.12
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. " / L/B= /
3 L/B=
% 1.04 // L/B=6
—

g / ==
7 —

1.00

0.96

0.00 0.20 0.40 0.60 0.80 1.00

D/B
Fig. (4) effect of trench on static stiffness

434



(i) Number 2 Volume 12 June 2006

Journal of Engineering

1.60
L/B=1

1.40 /
R " %
g A e B
§’ ] /%% L/B=6

1.20
E _—

_—

E e //
B oz

1.00

0.80

0.00 0.20 0.40 0.60 0.80 1.00
D/B

Fig. (5) effect of embedment on static stiffness

DYNAMIC STIFFNESS COEFFICIENT

It had been concluded empirically by George.G(1986) that the vertical stiffness of elastic foundation
is frequency dependent. The main parameters affecting the dynamic stiffness area,,L/B andv,

where:-
a,=Normalized frequency = @B/V,

Where:-
V_=Shear wave velocity.

L/B =Foundation aspect ratio.

v =Poisson’s ratio.
The frequency dependent stiffnesses are:-
For Poisson ratio v =0.33 (unsaturated soil)

K,), =K., k@)-[1-0.09a,) (D/B)"]
K,), =K., k(@)-[1+0.09a,) (D/B)""]
For Poisson ratio v =0.5 (saturated soil)

K,), =K., k@)-[1-035(a,) (D/B)"]
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K,), =K, kw)-[1+0.35,)*(D/B)"] (18.d)

emb

These equations were obtained by Gazetas and Dobry (1986), Where:-
K(w):is a dimensionless frequency dependent factor given in Table (1). Hence the dynamic

stiffness of an embedded foundation can be written as:-

K(‘mh)dy :Keml) k(a))Fe :Kﬂmh Fe (19)
Where:-

F =[1-0.09a,)*(D/B)""]
or

F =[1-035(a,)’ (D/B)”]
as given in eq. (18).

The factor F, of eq. (19) is the effective embedment factor. Fig. (6) Shows the variation of
this factor with the normalized frequency parameter(a, ). The relationships have been obtained in
the present study by coding the above equations through a short computer program.

Table (1) dynamic stiffness factor for surface foundation [ K(®) ]

Passion ratio Frequency dependent stiffness factor [ K (Cl)) ]

o 1.0035+0.051953 (@, )-0.123599( ., )*

0.966691+0.55445( @, )-0.771009( &, )?

1.02098+1.10380( a | )-1.3743(a,, )

1.00055-0.0807878( &, )-0.0362395( , )?

0.95004+0.46544( &, )-0.35049( a1, ?

0.841195+1.34818( a, )-0.823897(a, )’

DAMPING COEFFICIENT
The coefficient of damping ¢ =c(w) is a measure of vibration energy transmitted into the soil and

carried away by spreading waves. These waves are generated at every point on the soil-foundation
interface so that in general c(w) increases with increasing area of contact.

The contact surface for a vertically oscillating embedded foundation consists of a horizontal base
and vertical sides. The base transmits to the underlying ground compression-extension waves in
propagation velocity close to the Lymers (1969) analogy’

V, =34V [[z(1-v)] (20)

Where:
V = shear wave velocity

VvV, ="Lysmer's analog" velocity

On the other hand the sides transmit mainly shear waves through the surrounding soil.
The two types of waves generated at the base and at the sides of an embedded foundation are
independent. Summing up the respective radiated energies.
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C=(p-V,-A)-c(@w+p-V -A (21

Where:-
c(w) : Coefficient of dynamic damping as given in Table (2).

Table (2) dynamic damping coefficient  1<(@] @

Dynamic Damping coefficient c¢(@)
0.9716 -0.0500(R a, )*-0.0660exp (Ra, )
1.2080-0.164(R a, )+0.0385(R a, )*+0.2515exp (-Ra, )

1.900-0.0025(R a, )+0.0012 (Ra, )’
1.2285-0.0359(R a, )+0.0024(R a, )*+0.1515exp (-Ra, )
1.3112-0.0285(Ra, )+0.001 L(R a, )*+0.4388exp(-R a, )

COMPUTER PROGRAM

In this study a computer program (CPESP) (Computer Program for Evaluation of Soil Properties)
in Fortran Power Station language has been coded for calculating the dynamic stiffness and
damping for surface and embedded foundations. In this program the input data are :-

Dimensions B and L of the base.

Side surface area of foundation A,

Soil shear modulus G

Soil poisson ratio v

Soil density Yo,

Soil damping factor S

The first step is to compute the Static Stiffness and damping coefficients .
The second step is to compute the dynamic factor for the stiffness and damping .
The effect of embedment was also considered in this program.

>

o
A

7/
X
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7/
X

*,

53

%

X/
L %4

7/
X

*,

APPLICATIONS

Application (1)

The developed coefficient of dynamic stiffness and damping are applied to obtain the dynamic
stiffness and damping using the (CPESP) program for the embedded foundation shown in Fig. (7).
The results are shown in Table (3)
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| 5 10
—_ —_ G =74 MPa
- s p=1.85 Mg/m’
— - v =033
A a2 A V =200 m/sec
/t j\ w =30 rad/sec
<

All dimensions in (m)

| 40

11

Sec. A-A
Fig (7) geometry and material parameters, Gazetas.G(1979),application (1)

Application (2)

The foundation of application (1) has been solved using the equivalent circle approximation.
The effective radius of foundation(R) =,/A, /7 =14.65

4GR

1-v

K. =6.472%10° KN/m

Using eqgs. (15),(16) the results are :-
I, =1.055

I, =1211

The equivalent static surface stiffness K, =

The static embedment stiffness will be:-
K, =8.268%10°kN/m

From Table (1) and using eq. (18a) then the effective embedment factor is equal to 0.713.
Kemb)dy = Kemb * I_Z

K,,),=5.895%10°kN/m
Table (3) shows the final results for applications (1) and (2) .
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Table (3) dynamic stiffness of embedded foundation using the present study and approximate

methods.

Surface static Trench Sidewall

Method of analysis stiffness (kN/m) | factor factor

Dynamic Dynamic
stiffness embedded
coefficient stiffness (kIN/m)

Present method 7.333%10° 1.0818 1.211
(Application 1)

0.684 6.08%10°

Equivalent Circle 8.633*10°
Approximation
(Application 2)

5.895%10°

Table (3) compares the results of the present study and the equivalent circle approximation and the

maximum discrepancy is about 3%.

The Lysmers analog velocity using eq. (20) is:-
V. =323.06 m/sec

From Table (2) and using (a,=1.5) then the dynamic damping coefficient is :-

c(w)=1.075
The dynamic damping of soil using eq. (21) is:-
€ =0.726*10°kN.m"".sec

The corrected dynamic stiffness and damping using eq. (7) are:-
K (B)=4.98*10° kN/m
C(B)=0.749%10° kN.m " .sec

Application (3)

The obtained coefficients in this study Table (1 and 2) are used to study the dynamic response of
machine foundation under vertical dynamic load by using SAP 2000. The analysis parameters are:-

Foundation Parameters Soil Parameters Machine Parameters
L=9.6 m v=0.33 F,=6.27 sin (wt)
B=4.8 m y =18.725 kN/m’ @W=61.36 rad/sec

D=1.55m G =98 Mpa
Foundation weight=1714 kN

The result obtained are summarized in Table (4) and Fig. (8).
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S—

vertical displacement (mm)

Table (4) results obtained from the analysis of SAP2000(application 3)

Resonant Frequency (rad/sec) Max. displacement (mm)
84.21 0.896
92.431 0.649
97.223 0.426
101.377 0.214
105.000 0.184
108.550 0.137

The same foundation has been analyzed for different embedment ratios (D/B) and the results for the
displacement-time output are shown in Fig.(8). It is evident that when the depth ratio increases the
vertical displacement decreases.

A convergence in results is obvious when the depth ratio will be about 0.50. This means that the
reduction in dynamic displacement will be less pronounced when the depth ratio is to be increased
higher than 0.50.

0.00 —
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Fig.(8) effect of embedment on vertical response (application 3)
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Also the increase in embedment depth leads to an increase in the resonant frequency of machine
foundations, Table (4) shows this effect. The results show that increasing the embedment depth
ratio (D/B) to 0.635 increases the resonant frequency by 22% .

EFFECTS OF USING A SQUARE FOUNDATION ON THE DYNAMIC RESPONSE

It is a matter of interest to study the effect of using a square foundation (L.=6.8 m) and (B=6.8 m),
i.e. B/L=1.0 instead of the rectangular foundation which has been studied in the previous sections
(B/L=0.50). The dimensions of this foundation are based on equal foundation weight and soil
pressure as compared to the case of the rectangular foundation.

Fig. (9) shows the vertical displacement-time relationships for different depth ratios (D/B) for the
square foundation case. Table (5) gives the ratios of displacement amplitudes for the square and
rectangular foundations for different depth ratios. The results indicate a reduction in the dynamic

displacement in a range of (15%-17%) as compared to those of rectangular foundation.

D/B=0.254

AN
-0.4000
N

-0.5000

0.0000 —
—~
§ ]
-0.1000 §<§§\\ B=0.462
1
\
\k ~_ | =
-0.2000 N < 0/B=0.38
\\ .
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-0.3000
AN
N

vertical displacement(mm)
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\ D/B=0.127
-0.6000

-0.7000

~
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-0.8000

0.00 0.40 0.80 1.20 1.60 2.00
time (sec)

Fig. (9) effect of embedment on vertical displacement for different depth
Ratios for a square foundation
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Table (5) vertical displacement amplitudes (A )

Depth Ratios (D/B)
0.254 0.380 Full embedded

Rectangular (B/L)=0.5 0.426 0.214 0.184
Square (B/L)=1.0 0.360 0.181 0.156
AS/AR” 0.845 0.848 0.85

*AS=Vertical displacement amplitude for a square foundation.
AR=Vertical displacement amplitude for a rectangular foundation

CONCUSIONS

The effect of embedment upon vertical forced vibration of a rigid footing was investigated

theoretically.

The conclusions can be summarized as follows:

1- The use of equivalent circle approach to estimate the dynamic stiffness and damping factors can
cause errors as the aspect ratio of the foundation (L/B )and the soil Poisson's ratio (v) being
increased. The error will generally be increased at higher frequencies.

2- Embedment of foundations has a significant effect on the dynamic response. It causes an
increase in the dynamic stiffness and damping coefficients and leads to increase the resonant
frequency and to decrease the dynamic response of foundation. A convergence in results is
obvious when the depth ratio will be about 0.50.This means that the reduction in dynamic
displacement will be less pronounced when the depth ratio is to be increased higher than 0.50.

3- The dynamic displacement in the vertical direction is smaller for the case of square foundations
as compared to those of rectangular foundations for the same weight and contact soil pressure.
The results indicate a reduction in the dynamic displacement in a range of (15% - 17% )as

compared to those of the rectangular foundation.
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NOTATIONS

The following symbols are used in this paper:

A= base area of foundation.

A= sides area of foundation.

a,= normalized frequency.

B= semi-width of rectangle circumscribed to base surface.

C= dynamic damping of soil.

C . =coefficient of dynamic damping.

D= trench depth.

G=shear modulus of soil.

I;.=trench factor.

Iwan =sidewall factor.

K.mp= static embedment stiffness of soil.

Kemb)dy= coefficient of dynamic embedment stiffness of soil for trench effect only.
Kire)ay=coefficient of dynamic stiffness for soil for trench effect only.
Ksur)ay=coefficient of dynamic stiffness for surface foundation.
L= Semi- length of rectangle circumscribed to base surface.
S,= vertical static stiffness parameters.

VL0.= "Lysmer's analog" velocity.

V,=velocity of shear waves.

v = Poisson's ratio.

0 = mass soil density.

w =circular frequency.
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INFLUENCE OF VARIABILITY IN FLEXIBLE PAVEMENT
PARAMETERS ON BACKCALCULATED MODULI
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ABSTRACT

Many researchers recommended Falling Weight Deflectometer (FWD) to be use for the purpose of
stiffness profile determination of existing pavement. Several sources of uncertainties contribute to
the inaccuracies in moduli obtained in this manner. these include: 1) the measured parameters
(deflection basin and FWD load), 2) the back calculation model, and 3) the pavement parameters,
such as Poisson's ratio and thickness of each pavement layer .

In the present study the influence of the variation in the thickness and other pavement parameters on
the backcalcuted moduli are investigated .Theoretical deflection basins were generated for different
pavement structure using program Mich-pave. Mich-back program was then utilized to
backcalculate the moduli from these theoretical basins. To assess the influence of the variability in
thickness, Poisson's ratio, FWD load and deflection, a Monte Carlo simulation process was
employed.

Results show that the backcalculation of the layer moduli is greatly influence by the variability of
the combined pavement. A sensitivity analysis showed that the uncertainties in thicknesses are the
major contributor to variations of the backcalculated Moduli.
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INTRODUCTION

Back-calculation is a process for estimating the elastic layer modulus in pavement structures that
represent in situ conditions under a test load. Back-calculation gets its name from the fact that
a load of known size and shape is applied to the pavement and deflections are measured by sensors
at known distances from the load. Theoretical predictions are made of the deflections, assuming
certain layer properties, and those properties (usually elastic layer modulus) are adjusted until the
calculated deflections match the measured deflections within a reasonable error (goodness-of-fit
between the measured and calculated deflection basins).

The falling weight Deflectometer (FWD) devise is strongly recommended to use throughout the
world to determine the stiffness profiles of existing pavements. Surface deflections created by
dropping a weight on the pavement are measured by seven sensor of the device. These deflections
are then used to backcalculate the modulus of layer within a multi-layer pavement system. Form a
pavement management point of view, understanding and quantifying how the uncertainties in the
pavement parameters affect the backcalculated Moduli are very important. The design of a new
pavement system or an overlay, and the calculated Moduli.

If the results of the Moduli are overestimated, thinner pavement layers will be design. Resulting in a
lower life expectancy. The initial construction cost would decrease but the maintenance cost would
increase or a complete rehabilitation would be necessary sooner than desired. Conversely, if the
moduli are underestimated, thicker pavement layer would be designed.

This would increase the life expectancy of the pavement and at the same time; increase the cost of
construction.

At least three major sources of uncertainty contribute to inaccuracies in the back calculated
moduli. These uncertribute are associated with: 1) error in measured parameters
(deflection and impact load).2) simplification and assumption used in backcalculation process and
(3) random deviations of pavement Parameters form those assumed or specified.

Several investigators (Hudson et al., 1986 and Bentsen et al., 1989) have attempted to quantify the
uncertainties in measured parameters. Their result shows that deflection and load are know within
an accuracy of 2 to 5 percent.

The uncertainties associated with the model depend on the algorithm used and the nature of the
pavement structure (Lytton.1989).These uncertainties can be determine by calibrating results cases
or form past experience.

In this study the influence of random deviation in layer thickness, Poisson’s ratio, FWD load and
deflection on the backcalculates moduli are determined. Layer thickness usually deviate form those
specified in the construction plans. Poisson's ratios vary due to variation in material consistency and
compaction method. The impact load and deflection are known to be affected by measurement
error. To assess the influence of the uncertainty of these parameters on back calculated moduli,
Monte Carlo simulation technique was formulated and applied to three selected (three-layered)
pavement. These are designated as P1, P2, and P3 their sections are shown in Fig’s (1a, 1b and Ic
respectively).The deflection basins associated with each determine using program Mich-Pave.

The procedure followed to quantify uncertainties the moduli for the pavement sections consisted of:
(1) layer thickness of the AC and base layer Poisson's ratio of the AC, base and sub grade layers,
the FWD load and the measured deflection were assumed to be random variable, (2) a Monte Carlo
simulation technique was utilized to generate several sets if values of these variables for each
pavement section, (3) each set was input into program Mich-back to backcalculate the modulus of
each layer, and (4) the resulting samples of moduli were then statistically analyzed to determine the
influence of the random variable on the predicated moduli. Details of the methodology utilized are
discussed next.
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METHODOLOGY

Pavement models

Three selected flexible (three-layer) pavement systems were studied. These pavement systems are
shown in Fig.1. The thickness of the top layer was 3.0 in. or 5.0 in. Thinner layer were not
considered because of the limitations with the backcalculation process used. The thickness of the
second layer, which is either 6.0 in. or 12.0 in., is representative of the thickness of base layer
usually used. The last was considered 240 in. as recommended by Bush (1980). The thinnest
pavement structure Fig. (1a) corresponds to a low-volume road and the thickest one Fig. (1c)
represent a major highway.

The actual Moduli and Poisson's ratios for each layer were kept constant in all pavement systems
.The modulus of the AC, base and sub grade were assumed to be 450, 35, and 10 Ksi, respectively.
These values are poisons ratios were assumed to be equal to 0.35, 0.40, and 0.45 for the AC, base
and sub grade, respectively.

Determination of Deflection Basins

To eliminate the effects of the site relates and device related parameters on the back calculated
moduli, it was necessary to determine the deflection basins theoretically .To obtain these deflection
program Mich-Pave (Harichandran, and Baladi, 1993) was used. Deflection from program Mich-
Pave was considered to be the representative field measurements.

ASPHALT ASPHALT
ASPHALT oy i E12450000psi || T1=Sin.  E1=450000psi
T1=3in  E1=450000psi V12035 V12035
V1=0.35 = =
T2=6i BAESzE—35ooo i BASE BASE
—om VI=0.40 PSUT T2=12in  E2=35000psi | T2=12in. E2=35000psi
= V2=0.40 V2=0.40
SUBGRADE SUBGRADE
SUBAGRADE f 13 5 40in.  E3=10000psi || T3=240in  E3=10000psi
T3=240in E3=10000psi V32045 V32045
V3=0.45 = =
la 1b lc

Fig. (1) Pavement sections.

The deflection basin for each pavement section studied comprises of seven deflections at 12 in.
intervals. A9000-1b load was used as the FWD load input. As Mich-pave is based upon linear-
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elastic theory, selection of such a value would not affect the generality of the results presented in
this research.

Backcalculation process

Program Mich-back (Harichandran, R. S. et, 1995) was used to backcalcuted the modulus of each
layer. The required input pavement parameters to the program are: the thickness, Poisson's ratio,
and resilient modulus for each layer. In addition, minimum and maximum acceptable moduli have
to be defined. These values were assumed as 0.1 and 10 time that of the actual modulus,
respectively. This insures that the only criterion for back calculating moduli was the closeness of
the theoretical and the actual deflection.

Statistical simulation .

To compute the variability of the estimated back calculated Moduli, a Monte Carol simulation
approach was used (Ang. and Tang, 1984) .In general, the method consists of: (1) numerically
drawing a number of sets of observation of the input variable used by Mich-back using the
statistical distribution of each variable ;(2) evaluating the random samples of backcalculated
Moduli; (3) using these sample, statistical parameters and distributions of the Backcalculated
Moduli were determined. A flow diagram of this process is shown in Fig.2.

For the simulation of the input parameters, the mean value of the layer thickness and Poisson's ratio
were taken as those specified and given in Fig. (1). The mean value of the FWD load was assumed
to be 9000-1b and mean values of the deflection were assumed to be these obtained for program
Mich-Pave.

Coefficients of variation of 0.2 and 0.1 were assumed for the thickness of the layer and Poisson's
ratio, respectively. These values were considered to reflect the uncertainty associated with the
determination of these pavement parameters in practice. However, further work is required to
validate this assumption. A Coefficient of variation of 0.05 was set of the FWD load and 0.02 for
the deflection value, as previously discussed in the introduction.

All variables were tested to be independent and to follow a normal distribution. However, the
distributions for the Poisson's ratios were truncated at a lower bound of 0.15 and an upper bound of
0.45. This account for the practical impossibility of having pavement materials with Poisson's ratio
outside of these bounds.

Sample size.
The results of the Monte Carlo simulation are influenced by the size of the sample. In general, the

larger the sample the highly accuracy is obtained.

In order to determine the sample size for this study, several calibration runs were performed using
sample of 10, 50, 100, 500, and 1000. For these calibration runs only the thickness of layer 1 and 2
were considered to be random variables with mean values of 5 in. and 12 in. respectively.

448



) Number 2 Volume 12 June 2006 Journal of Engineering

Random

number —

generate

v
vy v v v
Layer Poisson's FWD Deflection
Thickness Ratio (v) Load (1) (d)
(t)
Y Y A 4 A\ 4
v
Mich-Back
Program
Back calculated
Moduli (E)
Repeated 1000 times per pavement system
Statistics of the Moduli
Fig. (2)- Statistical simulation of Backcalculated Moduli.
Table 1- Influence of sample size.
Number of | Mean Std. Mean Std. Mean Std.
simulations | E1 Dev.E1l E2 Dev.E2 E3 Dev.E3
(ksi) (ksi) (ksi) (ksi) (ksi) (ksi)

10 766 1154 24 .4 5.3 10.6 0.1
50 680 654 25.5 7.8 10.6 0.1
100 595 394 24.9 7.1 10.6 0.1
500 612 384 25.4 7.8 10.6 0.1
1000 605 406 26.1 8.9 10.6 0.1

A coefficient of variation of 0.1 was assumed for both variables. All other variables were assumed
known as given in Fig.1. Results of the calibration runs are shown in Table 1. This table shows the
computed means and standard deviation of the backcalculated moduli for each sample size.

The relative error between the results of the 100 and the 1000 simulations are small enough to
suggest that the approximation optioned with a minimum sample size of 100 values provides degree
of accuracy on the statistical parameters estimated.
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INFLUENCE OF VARIABILITY IN FLEXIBLE PAVEMENT
PARAMETERS ON BACKCALCULATED MODULI

N. G. Ahmed

RESULTS AND DISCUSSION

Combined Random Variables.

The Monte Carlo simulation was performed for all pavement sections shown in Fig. 1 considering
all parameters, (thickness of AC and base, Poisson's ratio of AC, Base and sub grade, load and
deflection) to be random variables. These results are shown in Tables 2 though 4 in the row entitled
"All Variables" In all three pavement sections, the variability induced by the combined random
variables on the back calculated moduli of layer 1 and 2 (i.e. the AC layer and base layer) is much
greater than that for the backcalculated moduli of the sub grade. The computed coefficients of
variation of the moduli for layer 1 and 2 ranged from 0.8 to 1.4. While the computed coefficients of
variation for the moduli of layer 3 were either 0.06 or 0.07. These results indicate that the variability
of the pavement parameters do not significantly influence the backcalculated Moduli of the sub
grade.

The coefficient variation for the AC layer moduli in pavement sections P1 (3"AC layer thickness)
and P2 (3"AC layer and 12" base layer) are similar, 1.08 and 1.15, respectively However, a greater
difference exists between the coefficient of variation of the base layer moduli for the pavement
section P1 and that of P2 (0.81). Similar results are obtained when comparing pavement section P3
(5"AC layer and 12" base layer).These results indicate that the variability of backcalculated Moduli
in thinner pavement structure is more sensitive to the variability of the pavement parameters than
those of thicker pavement structures. It is also evident form the results in Table 2 through 4 that the
variability in the moduli are much larger for section P1 , a secondary road design, than for section
P3, an interstate highway design. The larger variabilities associated with thinner pavement section
might be due to existing limitation of Mich-Back in estimating the backcalculated Moduli.

The variation of variables of the backcalculated Moduli of each pavement section and each
pavement layer are show in Fig. 3 through 5. The variation distribution of variables of
backcalculated moduli are plotted against the normalized moduli. A normalized modulus of 1.0
represents the design or mean value of each layer.

It should be noted that the y-axis scale of the graphs are different for the normalized modulus of
layer 3 than for the other two layers.

Sensitivity Analysis. In order to identify the influence that each variable has on the backcalculated
Moduli, a stochastic sensitivity analysis was performed. This was accomplished by keeping all
input variable, except one. Constant at their mean values as in Fig.1 the remaining parameter was
considered to be random variable on which the Monte Carlo simulation was performed 100 times.
The only exception to one variable being considered random at a time was the effect variations in
the measured parameters were determined.

The FWD load, with a mean of 9000-1b, and the 7 deflection values, with means generated by
Mich-Pave were randomly simulated at the same time. The variation of each variables plots of the
back calculated Moduli generated for each case are shown in Fig.'s 3 through 5. Also, to facilitate
the comparison of results. The coefficients of variation are summarized in Tables 2 through 4. A
large coefficient of variation indicates that variability in the parameter has a major influence on the
variability of the calculated moduli. Conversely, small coefficients of variation suggest that the
variability of the moduli is insensitive to the given parameter.
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Individual Random Variables; In all three pavement sections, the variability of the Poisson's ratio
of the AC and base layers (vl and v2) had very little effect on the backcalculated Moduli of all
three layers. The small variability in the moduli is shown in the figures by variation of each
variables plot. Then results also show that the Modulus of layer 3, in all three pavement, is not
significantly influenced by any the variability of any of the input variables.

Table 2-Coefficient of variation.

Pavement section P1

Variable(s) El E2 E3
Vi1 0.0273 0.0073 0.0000
V2 0.0082 0.0196 0.0022
V3 0.5094 0.3221 0.0483
T1 0.9193 0.1380 0.0022
T2 0.4656 0.8663 0.0066
L &d 0.3511 0.3402 0.0493
All variables 1.0840 1.3163 0.0727
Table 3-Coefficient of Variation.
Pavement section P2
Variable(s) El E2 E3
\'2! 0.0333 0.0024 0.0003
V2 0.0084 0.0165 0.0036
V3 0.1856 0.1041 0.0361
T1 0.9672 0.0483 0.0023
T2 0.8521 0.7853 0.0023
L &d 0.2387 0.0862 0.0491
All variables 1.1464 1.8082 0.0661
Table 4-Coefficient of Variation
Pavement section P3
Variable(s) El E2 E3
Vi1 0.0240 0.0186 0.0002
V2 0.0091 0.0343 0.0021
V3 0.2151 0.4185 0.0410
T1 0.8647 0.3273 0.0035
T2 0.1262 0.8813 0.0023
L &d 0.2503 0.3038 0.0551
All variables 0.9382 1.3706 0.0716
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The remaining individual parameter influence the modulus of the AC layer and the base layer
differently depending on the pavement section considered .In general the variability of the moduli
for the first two layer of each pavement is greatly influenced by the uncertainty in the thickness of
the layers. This result agrees with engineering intuition. For all pavement section, the variability in
the measured deflection and load also has an important influence on the variability of the moduli.
For thinner pavement this importance is large than for thicker ones. This highlights the necessity of
improving the accuracy in measuring the thickness of the layer and in determining the deflection.
An interesting result is the large influence that Poisson's ratio of the sub grade layer has on the
variability of the moduli when compared with the influence of the variability of the moduli when
compared with the influence of the Poisson's ratio of the layers. A possible explanation is that the
mass of the sub grade is much grate than that of the other two layers and therefore its properties
dominate the measured deflection basin. This is confirmed by the fact that the influence of this
variable is larger for thinner pavement than thicker.

Conclusions

A Monte Carlo simulation approach has been proposed to study the influence of random deviations
in the parameter that define a pavement structure on the backcalculated Moduli. Results are shown
in terms of coefficients of variation and distribution of moduli. The results show that the sub-grade
modulus is not significantly influenced by the variability of any of the parameters. The moduli of
the first two layers of thinner structures are more influenced by the variability of the pavement
parameters. The parameters with major influence on the variability of the AC layer and the base are:
the thickness of the AC and base layer, the Poisson's ratio of the sub grade and the combined effects
of the measured FWD load and deflection basin.
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SOME FACTORS AFFECTING THE ULTRASONIC PULSE
VELOSITY TEST RESULTS OF HIGH STRENGTH CONCRETE

Nada Mahdi Fawzi A. AL Ali
College of Eng. — Univ. of Baghdad General Company of Electrical Projects.

ABSTRACT

The high strength concrete is characterized by its high strength, low porosity and good performance
under aggressive environmental conditions.

The paper presents some factors affecting the Ultrasonic Pulse Velocity test results for high
strength concrete such as water/ cement ratio, type of aggregate, frequency level of transducers,
dimension of the specimens and path length.

An experimental equation has been derived for the prediction of compressive strength of high
strength concrete from pulse velocity, which can be used for the estimation of strength.

It provides more reliable prediction and can be used in precast concrete factories manufacturing
precast concrete girders for bridges.
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DEVELOPING OF CONCRETE TILES
Prof. Dr. Shakier A. Al-Mashhadani' Dr. Tariq S. Al-Attar' Cons. Eng. Alaa M. Al-Khateeb'

Abstract
A case study had been made to investigate the reasons of the repetitive failure during concrete tiles
testing. Cubes, cylinders, and prisms in addition to full-scale concrete tiles had been prepared. Half of
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these samples were made using the same popular concrete mix. Test results indicated that, these
samples were below standard requirements. The second half of the test samples was prepared using a
newly designed concrete mix. Based upon the recommended breaking load, the required flexural
strength of the tiles was calculated. This mix was designed to comply a flexural strength that was
recommended by specifications. Care had been also concentrated on aggregate grading and concrete
curing. Tests showed positive results.

In spite of this success it is still believed that there is a possibility of some failures may be due to mass
production or due to bad quality control. A new proposed model had been prepared and tested. Finally
these newly proposed tiles had shown that it was more resistant to breaking loads by +21% in
comparison with the previous samples. This result might insure the production of safe concrete tiles.

1: Building & Construction Engineering Department, University of Technology.
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ABSTRACT

Laboratory investigation and many comparisons between laboratory and commercial samples of
Yemeni kerosene distillates were carried out .The physico-chemical properties of the kerosene
distillates were determined . The possibility of their utilization as an aviation turbine fuel with high
quality specification " assisting the increase of flight height and velocity " was confirmed . At the
first look to obtained results , it is shown that the physicochemical properties for all samples are in
the international permissible limits. The carbon content is distributed as the following: 15% normal
paraffin ; 50% branched paraffin ; 2% mono-cycloalkanes ; 16% bicycloalkanes ; 16% branched
mono-cycloaromat with branches prevailing ; 1% bicycloaromat . The samples are not hygroscopic
for long period of time . The smoke point is in higher limits standard . Where the freezing point is
in lower limits standard .These points prove that the Yemeni kerosene might be prepared for a
spectra of jet aircrafts. This Kerosen permit high flying height because it has lower density and
freezing point and it permit high velocity of aviation because it has high percentage of branshed and

cyclparaffins with high specific energy without needed for addition of chemical additives, but
may be need for portion of isomers of paraffin.
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T8 g Sl a8 g &\}.ﬁ e sl 4 dila 5 Y1 S 5l 40aS 5 [1979] Puskunov <udl cpa
20 = 10 apdall ol Wl 5 %20 — 15 oule ey Vlaas [2000] Lucas W . % 22 = 10 ol
0.3 oo 23 sl daSs aaa % 5 0.1 (N1 5 % 75 — 60 il we g isadl ol W5 %
e Vs o Gl aay yoa el hall e S0 aas 8Ll o of L%
alal) Al Aald de KU Cadd gyl (oSS ead Ll saa g [Erikh,1988,Melncova,1981,Gureef,1986]
3a 8 ) (g3 Lae A Sl (55 )SI G Uy s o el il (8 e a3 i) e ((pdlail))
b Yo e el GV s ad)l e gl A Aam Leashg Aledl) g lad)
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4y el ey ) ol [Erikh,1988,Melncova,1981] Lasial) <l slall 30aS ad 55 LSy (3) s
3580 o h el Aue sp i) U a5 3 Lae Ayl (il ) 8 dal i e il jlaal)
Lgde o 1an g8 g S 068y 8 Ay Sl b jall dpally W .[Melncova,1981,Gureef,1986]]
— [Melncova,1981 ] % 80-50 (e s Jaai Can e i e slall ye (b 50l S
= 8 siall g [James, 1984, Lucas,2000] L) % 0.3 ge 3 o o Al cdpulial) 2,IK) 4.

.ASTM D1655
dandl gk ol ilall L gl da (885 ol lall amal) (s s S0 50 sl il sad alldae o) 30
1 jee uay aentl A 3 (Y1 5 oa s S D RSy il slaall S 5 A sl 2Ll
ol e deatl da g0 03V o g Al Gl e el gl )5 a8l 55l (g ) el il
O A Jas a4l o cuddl s [Gureev,1986,Lastokina, 1986, Wauquier,1995, Allison,1975] Oe 40
45 Jaray 40)) ja Aa 0 Gaddl Cus ¢ e 3y Gidag () phall i ¢ uilal) LI ey 3 i
i 5 L ael (o Sl A 5 [Bolshakov,1965]  5_sLkall ¢33 o« giels s %,
[ Proskuriakov, 1981, el Sy afadll S 5 s sila s I 31 55ed) o 3080 L ya sile s U
Ol 3 gaa unlia o 488 5l ASTM 3 sl (andl 4S5 ) Lpnaall 3,b §  [Hirsch, 1972 ]

P Say

Ganl) aaa

Aaal) iy L) 3 g iyl gy S0 e 48 i) Al aaiall daill Asiadl Joall (e el o ey
O 3 el G 5 8D Adkadl 400 5 58 Gl A5 SlaesSl S il Al ja s Sl (e 2 IS
35l Aglle i) sy Blatll < yiUall 58 oS Lealadiid o€y A0Sy e Al ) daddl)

Cagl) 48y )k

e ha w38, 4t Aie L Jy dad (e bS8 8 & U ylalle (s g ST e A5 laa
iaals Oy nde Lk AhaS g5l Gal &) ciliagady colatl o) a) &L A AT
L) Cla sadll LASTM & TP dsallall

ASTM-86 el

D) o (1) 88 Tl il leay ssa) Tl wie Cila) HLa) Lisll b Adee a

Jead 3lawn (35l L EiSay (35l Loy L kil (350 Jawy Al (e Jle 125 Sy L allal)
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Sl 5 elilly S (g toley B lae (3l (e Al sae ol 5 ) ) Al e L ) e
A laal A gy el dlad Jaes L llall Ak ead 358 7 DA i) e il iy Lol
ity Pl aeaty oSS Jae o BSAN il ol (e CEiSER) Bl (e 3 ke gl da s
it Jial) & sl Jains s 150 ol dass die A58NJL 5 — 4 2soa 8 Laliiie Jifiasd]
el Jaie 2590260 Ghle da 0 a2 151 die (g pS) ikl 500) GUlal da
Jame 5 bl < i DA LA ladl) el e sale) & oUaill iy 2 330 die i) gy

L) 48 gl el dap ge psaal

2
7

=

&

@ obaadl phall Glea . (1) JSG
ASTM-1298 48Ul jasd
A sh ol 8 Al g ala ) e s sl a5 Lol 5 (e s S cladad g Glad) dadtl) AdS
Do aey Al sy il e sae) s .Oe 15 aie 3 ) jall da jo Ladsn g 45 5Lz

JMJJ%\ 3&\)5 hj;ﬁ)\);l\ :\;JJ} )3,-}4‘\})3,-,\-@\

ASTM-1319 A 2 gilag S 3 3ia¥)

d— 2 Yl sale . 8 ya sila g SN ) 5aYL s €l libadl s S5 el (5 simall Jilas

L ol 20 o ki s ale 120 4lsh ¢ alay ) sieY) 2 5ec (Silica gel (50-200 mesh)) dadial 1S
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Axy agand) el Sl ALl Jad o) sl sl Cangr ol el a1 3] Ualry 3 sanl
e dia g agand) Jaud Y Auel) el Joasl Ciliny o5 Al 3ada O sk (ol Aad) ) il

A5 S 5,0 Ao sene JS A et WAgle g e oyl

(IP - 170) gagih 4a 0 JLsdl

LAY QS 8 Aal) s L3l S g3 (Abel Apparatus) Ay les s A ) cpad
CBNA S ) el dalall Galal) cUaall clhiy o 2o jleal & dmasa Sl alay L aaaal) Al

5 p—ad) Camii ) WS gl agn i 50K KU Jala Y eday L) (gl 4 55 Tay Gl il o 1)
C\.AJJMC&}J\;\AJJAESuﬂ\éj\u@\dﬁjwl:ﬂi\uﬁ)ﬁu;ﬁgj&h)du@
Llaal olalad 5 s a1 G50 sl Al 4

(Water Reaction Test) ASTM-1094 slall Jadl) 3, Las]

il 3,0 8 aan & (pH=7) Jalxiall Phosphate Buffer Solution ciliw sl i J slas aaind
G &0l a3 3830 5 5a da o die LA Jslae (e S 20 33k el Juad o | e g 3l
A as (50 SN Al i A phan¥) Al LAkl e Jle 80 4] Ciliay L elaal) ASas L 100
Al Cala 39 el ol jan s ccliaall jeluin hadall gd 3180 5 saal & shu) o 5

ASTM- 1322 (a4 4dadi aad

o e 20 Sy A8 jal) Cag ok Jany (ol Fluas (80288 3 o g Sl adalial laal) Adas jasd
el e gl 13 oy 5 csle gl Gy e Rl lass sl Jidll g L Ll Lo g oy el
il i B8 5 5 e | el e il ol s il Jady 5 lSals Sleadl Y Al
LAl Rl iy i Al Qi (s e (it A Cany s ) G Al 3 Lm0
Al RS Jai s zlemall fiaalall i paall Alal Fand 55 gl gl ol Lasic

IP-16 il da 8 (il
(Stirrer) a1a 3l o Jwad Laladl) (0 83an dand g0 Jaxd 2 sVl (& dal) (10 J 25 pia s
Bl b s oY) s Al Loy (B Siese il Ay 0 20+ Y 80 (e g sde Sisesa fis
Laie elay 5 jal da 0 2l . ) pauly duel) o e Al 5 s Jaw gl daky Cuny 3yl
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A taat e ga jill Bl 8 3305 3 Al da s @ sis U ansl) (e Bsal) AT A S5 ae sk
el da 5o il El) Jas gie 2al L)L) plas)

ASTM-130 JsUl) Loy & (yaad

o Jsteaal Galadl) by 8 ery oy 8l () alie) las) Adand g @8 Geladl) Jay 8 JSE e i)
Gilea gl Jals JaY) Gl g el e AR Ziad) e Je 30 o (el sy sl
Jus gy Joy 53l gy laay el saal %5 100 die e plea Ja g sV jeny & L ald sl 13
Sy Apnldl) JSH As sl Jay pdl) sl G el (50 Taialls e 5 A8 g Cady B B ey
L 7 45 A 5 oSy Lo Ll ¢ gl )5S

ASTM -1266 <u »Sl) (6 gisa (it

A aslaia 6 all e Ul 20 G 5 Cun g liadd Gyl ddad g el S0 s i e
% 30 5 s S 2l 5% 70 e (g sSe el 3 0nsSE e paldd Fluadl) ool ddls
Ay it e ) 5085 5 Feiad € 2l s Al sl 5 i
Jsatiall oSl s S 2] 6 Juadl o) sed) ae 3 5 s suel 2S5 Jslae
(0.05N) assa 1 a S50 Jolae daud 55 el spad S5y cdalall salall 3 iy € )
S Al Alalae et Sl amy . sa V) Jiine o <l 4 — 2 o aadiaall CaliSU

S.,.. =16.03M x(A/10W)
Y el = M 63 jlaall & ATl o g geall 2S5 08 Jelae e @ jullal) 2ae — A Sua
A8 5 jaall duall Gl ja 23e = W ta g0 guall 2S5 508 J glaal

ASTM-4529 ddlall (3 ¥ 5 ) A cluwa

$ Ol L) e 5Sa odle] allall Jladdl G5 (Q7) Gl iaDU ddlall ) el s
26640'9“+ 32.622A 6.69030x10° A% — 92172760
P P P
0 =0-0.1163S
3l FaeS = Q ¢l _a LS\ salise il S0 3 g g Juia (6 Ailiall 31 el Bae - QT
fae Jialal ja S cAipall BES = p ol ja sl paline Aiaall B CupS Spag axe Jua b Adlall

s %oecu Sl (s sima— S s s da 0 (ol dn 0 - A

0=22.9596-0.0126587A +
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IP-274 &) 1< dilua gall (1and
) Ty el (g (35S o35 Aoyl A laasa yat a5 isall 2l 5eS) Al sl (il
iad gzl Ll e o i bl 0 2en Jads 5L A0 s b e e pall Al e

. Picosiemens per meter (Ps/m) 4% g5 dalia gl

(ASTM-3241) (s ) ol el s

L2260 oV A o ol Jawy linse A yal) Limll a5 JFTOT les 8 ) oad il s
cg kel ASTM (y5) Baclusay sVl 01 e oSay

Gl Aa ) ((IP-71) a3 s adladl (el Cun Loy al 5 08 Bils) (o Al il sad Gllia
fLdl (5 s tina (il ((ASTM-1840) (plliadl ((ASTM-3242) Kl duadall ((ASTM-611)
O Al & a g JalS el sadl Ausll Appearance jelae 48 o ) uha\ «(IP-74)

Camaca g o (s Sl de GLlE (500 8 s g a8 giall Aliiaal) 43050 )5 hagll QLS jall pead 3 LS
Gl o w0 e JS dentiy gl a0 pe Auliie dxig S50 Cle sana U S
e 2S5 A ) Y 525 o A S5 ued e sanall Wl (e Ao gena

MUAJUQ.‘M.'\S\

(1) Jsaall & sae ial) Jaiill hali s (s il
unL}Yun@hw‘fd\uﬁ\hw‘;mﬂ\hﬂhw)ﬂ\mu\ Il gy 2l a8
bt WAl sl o Jly lee cdle ) ol a 0.8658 250 8 43UKY) Lm.ﬂ dhsj‘l_a”%052
Aoy cals 5150 ng':a,;)amj.e48.9 ol Laasll 41y Qw\@)ao\hgu.@g\
Ot As e (3% 151 hlad da s e it ol e el 138 yiel L% 12.8 duanall slidl
Comnn s S A€ aaial) 130 el 5 . % 22 dsamall Al culS %2 260
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Table (1). Physico-Chemical properties of Yemen crude oil (Masila region)

Test Method

Yemen crude Oil
property

Composition

Total Acidity
Aromatic
Sulphur Content

Volatility
Distillation:
I. B. Point
10 %vol.
12.8%

15 %

20 %

25 %

30 %

35 %

40 %

50 %
Flash Point
Density at 15°C

Fluidity

Freezing Point

Viscosity at 20°C
Condutivity
Elect.Conductivity,@ 28°C

A(2) Jsdadl A sae sy U cladadl 4y el 5 4y paall Clil) i gdy da il

350 al) (e o A8las jg)d\ua\jg\cmu\h)udjmu@m}m@mapd}\w
_m;\h}u\}uuﬁsx\@u@m,@\w\\JMSMMM\M\U\L& Lo e = sansal
&waﬂﬁum‘uﬂﬁw‘whw\e&}ﬁ\my‘@wﬁéjﬁﬁﬁ‘}eﬁm
ALl kel & paling

2 ds .l a 0.840-0.775 e Calan 368 S anal) (s 5 €Y ciladadl ZAEKY _allall (i) 20a
3sha e i Ae SRS o o LS L il Glld e 185 A s paall Clipall 28ES o Laa
il 3 Lgilile dgan g Jllal ja 0.7976 (& 4 latl) died) Z8ES Dia cdiledll 5 80 Lalile
b e da s el L 5 e\ ol s 0.7820 & & el Al BUS a3 00 266-154
L % 0.002 5 sbon Loy & il Aisall s 8 Cum iy S0 Bae€ @y €550 260 —151 sl
sodxall 28003 > eaad ol )l WLy % 0.02 Jaie fldl &y jlail) duell ells oo
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o aia Al Ay el duell Gl (e ol a\KOH 7l 0.001 ey &yl Al wic J8 dpaalall
<oaa S8 allall el W% 43 e 4l A die 35 Y O 3 00 46 Jusi Cus a5l
0
2a38
e

Table (2) Physico-Chemical properties of kerosene fractions ditilled from Yemen crude oil

Test Method Kerosene

Standard Comm. Lab. samples
property ASTM 1P limits, Jet A & Samples*
A-1

Composition

Appearance Clear bright Cle.ar bright no
solid

0.004

Clear bright no
solid
0.003

no solid

Total Acidity <0.1

Aromatic <25 17 17

Aniline Point _ 60.5 62
Sulphur Content <03 0.02 0.018

Volatility
Distillation:
L. B. Point Report
10%vol. 205
50% Report
90% Report
E. B. Point 300
Distil. Residue
Distil. Loss
Flash Point >38
Density at 15°C 0.775-0.84

Fluidity .
Freezing Point <40
Viscosity at 20°C <8
Combustion
Smock Point >19
Specific Energy >42.8
Naphthalene <3
Corrosion
Copper Strip 2h@100°C) <1

stability
Tube Deposit Rating (visual) Color standard <3
Contaminants
Water reaction interface (Visual)
Water content

mg/100ml

Condutivity
Elect.Conductivity, @ 28°C pS/m

Additives
Static Dissipator (Stadis450) mg/1 Agrement

M b e jida g e ihas A8 5 e —*

00 47 Ly al da > Jels danill 45 50 laele (ol 530 maen 3 Jet A pae Jet A-1 alliy — **

[JIG,2005,EAI Ltd,2000]

ialal e Aesl Jshy Leas % 25 ) il ol 6 cila g,V A alladl el Jlany Lty

i€ 8 a gl KU 35 aaY) paad el dlaa % 3 ) ol dias ale 19 oo o Y L
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e Aad Y Jsha e JS A3 S55.% 17 02 2 Y Ley dolail 5 & el clisal) (51 ey Y)
man s ¥ s« %1 ge ai Y @ ol Jilag el o sl cldl 5 ((ale 25-23) oalal
Y ol AL ) e el A ka5 lasS) s of LS L3 pildall Glds (g A i) Alill (gl s
3 adl da jo il die 0Bl 38 A Al sk e sl aae o Jasd Jle 100Vele 1 e 35
sasall e S8 a8 S ey ) s I8 L o s JB Al e f gl Y1 ddaal

A @l
G i Lgse Alla A3 (J Lars %17 30n (8 s ) e 8 &y jlaal) Ao pendd) dons J Ly
O oS M 03 s (s Al aa sl Jsh et LS (3) dga % 83 a5 ALs Ale dea
OB Gl 138 e 5.2 Jsaadly pa sall Gl and oxSs La a5 % 1 oo 25 Y Lwsy V) aal 56
83 s Aaial Labiall dual .cile Hi ) s dean %16 o sSin Adlal) dplal el s V) A
Sl g a5 Sy La lde g Aadiill de genall SIS g il 5 andall il Ul de sene Joii %
maal ad Galllly %0 51— 50 o e 75 liall aanill da o o Lagy . el 5 sl il
[1965] Chairtkov i aldl (sl ae (385 13 5 %15 e ¥ agon & adall ol L) A ¢
%0 60 il ) AL a3 (=i % 75 agan ) okl Gl U Ras pamis 513 S
dsaa b i) Gl Ll A o s Gl 13 e g (4880 e Jead o Gang L 1a)
a3 e el a3 il L S S e e 3 AN o %50
gl g 0 amill g 40N 5 el sy b (alisily i 5 [Mortier, 1997, Hirsch, 1972]
gdal %2 e 5snanial de sl 68 (% 18 Vs ) Gl Al W ([Mortier,1997]
Gle genall @l Bl 3 Jsaall cildars 03855 ) 18 .Cpp ddladl JlE % 16 5 Cy 4alal
358 ) Ablasl A yaas by el @lags o s S a sl il 13K s S5 e
IS P WCA 5 X TP § X T [ W PP PRIve [RCHICEON 5 BRSNS UNNRCR L PNPRYN
[Mohammed, 1997, Proskuriakov,1981, Hirsch,1972] ae 38 sy 138 3 C10 — C12 55 SI 22=ll &3

Table (3). The Carbon Distribution accourding to Bioling and Freezing Points
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Naphthens.
Mono-cyclic. C;
Cs

bi-cyclic,
Decaline Co
Aromatic
mono-cyclic
Ethylbenzene
p-GCs

m- Cg
0 - Cg
Pseudoumen
Mesitylene
(CsH7) —Cs
i~(C3Hy7) —Cs
(C4Hy) —Cs
1-(C4Ho) —Cs
Durene,1,2,4,5 (CH3)4-Cs
Isodurene
(CH3)5-Cs
(CH3)6-Cs
(C,Hs)3-Cs

bi-cyclic
Naphthalene, Cio
Diphenyl , Ci2
Diphenyl methane, C13

slaliinuy)
A g Gl Ala = 5l Gl 2 (5 LA ) el | HAS R 4 sl el (o it
0800 % 50 ¢ ganh ol % 15 tasaall g s S (s sinadl Ll Gl 3 gaal Juad
Gy %16 ¢Adlal Al e ) % 1 cdilall A s % 16 cdalal) galal e % 2 ¢ i
e Al L e STl ey Al A gda W A il e el Lcile il e s dalal) gl
Al L (%a 51) Al 2gand ) 3 deatl da o (ale 25) dpldl Llall 3 gaal) 8 Akl
3580 Jia il e s (S adl Oas S ol S 138 IS Ald) 3 gaad) dan gl AL )
Bl aad da )3 (alidlY (5 sl Gleli Yl mass Cua 4y Suall 5 Aol Blal) ¢ Jlall (e Caglal
3 ia) Al 5 jaaiall el g g diall (Ll A g i )Y o) pall ddlel) Ao jually mans LS 4l
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g al dalaall AL 5l (5052-0) & 55 (p st spiall) 4800 (TIG Spot) delad) Jlally ceadd)
Aalll dglee iy jaly L alalll L o €5 Jlae 8 58S Lgalindan g dand 5l) dpeliall Loldadin ol g
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ABSTRACT

The present work investigates the effect of some of the variables in spot tungsten inert gas shielded
welding (TIG Spot) for (Aluminum-Magnesium) alloy type (5052-O) which is non-heat treatable
alloy for its wide industrial uses and applications in field of welding technology.

TIG Spot welding was performed by using tungsten electrode (EWThy)of diameter (3.2mm) and
DC current with direct polarity (DCSP) at constant shielded gas flow rate (15litre/min).

The welded specimens were tested by using the Instron machine to determine the maximum shear
force (shear strength ) of spot welded and to define the optimum conditions of spot welding
variables in relation to the weld current, weld time and arc length of welding to produce an
acceptable weld. The metallurgical changes of the weld zone and heat affected zone were studied
under optimum conditions of welding.

It has been shown that the increase in the welding current and welding time tends to increase the
maximum shear force and it reaches maximum value and then decreases with high currents and
long times. The maximum shear force was 2.4KN at welding current of (90) Amp , welding time
( 7)sec and arc length (1.6mm ) for Imm thickness.

It was also found that the highest value of hardness ( 53.5 Hv) was at the center of the spot welded
and decreases gradually from the center of the weld spot towards the base metal.

-~

Aadial)
58 Sy JCBl Alle daglia s dallediling ()5 AR e psiie —a giall) Bl 4 e L P
bl il osaae Glelia 4 a0 agmaiieasialY) Sl 8 Gl dSm) e
-(Bolton, 1998)4; jal (i) deliva s elimdll LS jo Ay < il 5 clialid)

Ak dga 55 (e 5 (5l ad) daa il Allal) 400G Leie 48y o gialV) Al 85 558 JSLoe 2a g3
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PREDICTION OF AERODYNAMIC COEFFICIENTS OF
MISSILE USING PANEL METHOD

Prof. Kamil I. AL-Doulaimi Asst. Prof Hussain Y. M. Wisam Mohsin Jabur
College of Miltary College of Eng. / University of Baghdad

ABSTRACT

The low order panel method with Neumann boundary condition have been used to predict the
normal force curve slope, the pitching moment curve slope, the center of pressure location and the
aerodynamic load distribution for missile in compressible, steady flow. The wing-body-canard
interference problem have been solved using two schemes (iterative method and internal singularity
method) both are based on the panel method. The normal force curve slope, the pitching moment
curve slope and the center of pressure location for a given missile has been predicted using the
present numerical method and the DATCOM technique.
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KEY WORDS
Missile aerodynamic, panel method, wing-body aerodynamic, prediction of aerodynamic
coefficients, potential flow simulation.

INTRODUCTION

Preliminary design and aerodynamic assessment of missile configuration require a rapid and
accurate method to predict the aerodynamic coefficients. Accurate calculation of flow field around
complete missile is essential to provide aerodynamic data for the structural designer, the
performance engineer and the designer of the control system. Three different methods can be
employed to determine the missile aerodynamics: 1) wind tunnel tests, 2) Handbooks, 3) C.F.D
techniques. Current trends in the design of missile emphasize renewed interest of industry in
computational methods capable of supporting aerodynamic design. Within existing teehniques in
this region, finite difference methods solving either the full potential or Euler's equators have made
the most significant advances in recent years. However, the lack of efficient numerical procedures
to generate the computational grid around arbitrary three-dimensional configurations is still a major

389




K. I. Al-Doulaimi, H. Y. M PREDICTION OF AERODYNAMIC COEFFICIENTS OF
and W. M. Jabur MISSILE USING PANEL METHOD

problem area for these methods. The Panel Method has been demonstrated to be the most efficient
approach to the solution of inviscide flows around arbitrarily complex three-dimensional
configurations, since it has the distinct advantage over the alternative C.F.D techniques
(finite difference, finite element, etc.) in the fact that the unknowns are situated on the surface of the
configuration and not throughout the external space. Therefore, the panel method is very attractive
for routine use and amenable for use on medium or small computing facilities since it requires much
less programming effort and computing time if compared with the other C.F.D techniques.

The purpose of the present work is to predict the normal force curve slope, pitching moment curve
slope and the center of pressure location for a given missile configuration at steady, subsonic and
compressible flow using the low order panel method with Numann boundary condition.

PANEL METHOD

The Panel Method is based on distributing singularity elements on the wetted surface of the body
around whith the flow characteristics to be found This will reduce the solution to finding the
strength of each singularity element that have been distributed.

The incompressible, irrational continuity equation, in terms of the total potential " 0 is presented in

Ref.[Joseph Katz, 1991] as:

V¢ =0 (1)
where the total potential 0 is described as ¢
¢ =p+9. )

Following Green's identity, the general solution to equation (1) can be constructed by sum of
sources a and doublets x4 :

1 po 1 1 1
Xy =— IV(=)ds—— | o(—)ds+ 3
P o=~ | mTVCds 4%},, ()ds+9. (3)

body+wake

The Neumann Boundary Condition has been employed with Eq.(3), where a zero normal velocity
componen d¢ [on = 0 is directly specified on the surface:

V(g+¢,)n® =0 “4)
Where ¢ is the perturbation potential consisting of the two integral terms in Eq.(3). Satisfying this
boundary condition in Eq. (3) results in:

1 I
4
body+wake

u.“v[i(l)ds—i j & ds+ve |07 =0 (5)
on r 4 o r

By knowing the strength of the singularity elements that have been distributed, Eq. (5) will describe
the velocity field every where. If we apply this integral equation to each surface panel, and further
assume that the singularity strength on each panel is constant, then a system of relatively simple
algebraic equations can be obtained in matrix form as:

la, Jlk, ]= o2 n? (6)
Where k is any singularity element, a;is the influence coefficient which its physical means The

normal velocity induced by a unit strength singularity element at a point in the flow field
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[Chun-Mo Lee, 1984]. The only unknown in this matrix equation is the N singularity element
strength. The solution of this matrix by Gaussian elimination method results in these unknowns.
Any other standard matrix method can be used Since these algebraic equations has a dominated
diagonal because the influence of the singularity element on it self is the maximum.

COMPRESSIBILITY EFFECT

The Prundth, Jlauert and Gothert rule [Herman Schlichting , 1979] is applied to treat the
compressibility effect. This approach is transforming the real body in compressible flow filed to an
equivalent body in incompressible flow field by multiplying the Y and Z dimensions of the body
and the angle of attack by -

X, : ainc = ﬁa
Y. =pY cotA, . = fcot A
Z,.=pZ

Where B=.1-M2

After the incompressible flow solution due to this equivalent body is determined, the transmission is
reversed to the compressible plane by dividing the resulting aerodynamic coefficients by 3°

NUMERICAL PROCEDURE

Each configuration (wing-body or wing-body-canard) is subdivided into a non-lifting component
(body) and lifting components (wing and canard). The non-lifting component is simulated by a
constant strength quadrilateral source elements, while the lifting component is simulated by either
horseshoe vortex or a vortex ring singularity elements.

THE BODY

The method pioneered by Hess and Smith [Hess, J. L., 1967] forms the basic solution for the body
in this work, where the body is replaced by a large number of flat panels, each one carrying a
constant strength, quadrilateral source singularity element as in Fig.(1). The body is assumed to be
cylindrical with circular cross section and described by number of points on its surface. These
points are organized in sections and meridians as shown in Fig.(l), short straight lines connecting
these points forming quadrilateral panels with the exception of certain regions where the lines
converge and the elements are triangular, each panel is a constant strength source singularity
element and contains a collocation point placed in the centroid of the panel area.

After obtaining the strength of each source element have been distributed on the body surface the
total perturbation velocity components that induced at any collocation point is obtained by
summing the perturbation velocities that induced by every source element at this collocation point.
The total velocity Q at any collocation point is obtained by summing the total perturbation velocity

q and the free stream velocity Q. that acting on this panel and by using Bernoulli equation [Joseph
Katz, 1991], the pressure coefficient at any panel is optioned as:

(:W:Pf_P‘f=1—Q—f2 (i=1to NB) (7)
0.500_ 0.

where

0, =q,+(0.), (8)
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The normal force coefficient, the pitching moment coefficient around the nose apex as shown in
Fig.(2), and the center of pressure are calculated as:

1 NB
Cy=—>.CpAnz (9)
ref =l
1 NB
C, = > C,Alnx(Zo), +nz,(X )] (10)
SrefLref i=1 !
XC.P —_ G
Gy (11)
L‘ef

THE WING AND THE CANARD

The wing and the canard are must be uncambered with zero thickness and simulated by distributing
either horseshoe vortices or vortex rings on the surface. The main advantage of these singularity
elements is in the simple programming effort required, in addition, they are capable of modeling the
effect of wing planform shapes on the fluid dynamic load [Joseph Katz, 1991]. For wingbody
configurations, the wing is simulated by distributing horseshoe vortices on the wing surface. While
for wing-body-canard configurations, the lifting components (wing and canard) are simulated by
distributing a vortex ring singularity elements, since the wake shape for this type of elements can be

modeled, where this property is required to simulate the effect of the canard's wake on the wing
behind.

HORSESHOE VORTEX

The wing planform is defined by the span, leading edge and trailing edge sweep angles, and divided
into NW trapezoidal flat panels with side edges parallel to the global X-axes as shown in Fig.(3).
Each panel is defined by the coordinates of it's four corners points, and approximated by a flat plate
contain a horseshoe vortex. A typical horseshoe vortex element is shown in Fig.(4) where the bound
vortex is placed at the panel quarter chord line and the collocation point at the center of the panel's ,
, three-quarter-chord line. The trailing vortices are placed parallel to the global X-axes. The vortex
strestr is assumed to be constant for the horseshoe element and a positive circulation is defined as
shown in Fig.(4). The lift on each panel containing a horseshoe vortex element is obtained by using
the Kutta-Jaukowski theorem [Jack Moran, 1984]:

L =pVyQ.T. (i=1 toNW) (12)
Where Vy.is the span of each wing panel. The overall wing lift coefficient, moment coefficient
around the wing root cord apex and the center of pressure location are:

1 NW

C,=—>» VyI, 13

L OSQOOSW; yl i ( )
1 NW

C =—>» VyI.(X,). 14

" O.SQwSWCr; yli(Xe): (9

XC.P :& (15)

cr C,

Where (XC); is the global X-coordinate of the center point of panel i.
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VORTEX RING

As have been stated before, this singularity element has been employed with the wing-body-canard
configurations. The canard planform is divided into NC trapezoidal flat panels in the same manner
that have been employed with the horseshoe vortex singularity element, each panel contains a
vortex ring singularity element as shown in Fig.(5). The leading segment of the vortex ring is
placed on the panel's quarter chord line. The collocation point is placed at the center of the Three-

quarter
2]

chord line. The normal vector z; is defined at this point and positive circulation is defined as shown

in Fig.(5).

The canard's wake is aligned in parallel with the free stream and divided into five panels in the
stream wise, each wake panel contains a vortex ring with strength equals to the strength of the
shading panel at the canard trailing edge as shown in Fig.(5). The overall length of the wake is
twenty times the span. The wing planform have been divided into NW trapezoidal panels in the
same manner that described above, with a deference that the span of each wing panel was made
equal to the span of the shading canard panel, as shown in Fig.(5). Also, the wing wake was treated
in the same way that has been employed with the canard's wake. The Kutta condition is satisfied
along the trailing edge by setting the strength of each wake vortex equal to the strength of the
shading panel at the trailing edge, i.e.:

L, =1, (16)

The lift force that acting on each panel containing a vortex ring singularity element have been
calculated by using another form ofKutta-Jaukowski theory [7]:

Lij = ono (F,] - 1—;_1,]‘ )Vyij (1 > 1) (17)

Where j is a spanwise counter which have values from one to the number of the panels in the
spanwise, and 1 is a cordwise counter which have values from one to the number of the panels in the
cordwise as shown in Fig.(7), this figure also shows the sequence of scanning for wing or canard
panels to obtain the lift on each panel from Eq.(16). Eq.(16) is applied to the panels that placed after
the leading edge panel  (i.e. i>l), while for the leading edge panels (i.e. i=l), the lift is calculated
as:

L; =p0.@; ;Vy; i=1) (18)

The total lift and moment acting on the wing are:

NW
S,
K=l

C =—XKst 19
" 05p02S, )
NW
ZLU..(XC)I.J.
C =X (20)

" 050028 Cr

WING-BODY-CANARD INTERFERENCE
The interference between the canard and the body is similar in its physical nature to the wing-body
interference. In addition, the influence of the downwash behind the canard on the wing lift has been
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taken in account. Three different methods have been employed to describe the wing-body-canard
interference:

ITERATIVE METHOD

The following steps can describe it:

1- In the free stream, calculate the strength of each source panel on the fuselage surface.

2- In the flow field interfered by the fuselage, calculate the strength of each vortex panel on the
surface of the canard.

3- Using the vortex and source strength, which obtained from the steps (1) and (2), remodel the
flow field by superposition and calculate the strength of each vortex on the wing.

4- Using the vortex strength of the canard and the wing, which obtained from step (2) and (3),
remodel the flow field by superposition and recalculate the strength of each source panel on the
fuselage surface.

5- Re-obtain the steps (2), (3) and (4) four times.

INTERNAL SINGULARITIES METHOD

A schematic view of this method is shown in Fig.(8). Vortex panels have been distributed inside the
body in the wing-body junction region, and extended from the wing-body junction line to the body
longitudinal axes. The strength of each internal panel vortex equals the strength of the neighboring
wing root panel vortex. The same treatment is employed for the canard-body interference.

DATCOM SOLUTION

The DATCOM solution [DATCOM , 1972] is employed to solve the interference problem for the
wing-body-canard configuration only. The aerodynamic forces acting on each isolated component
of the configuration (wing, body and canard) are predicted from the numerical solution of the panel
method. Therefore, the final solution that resulting from this technique is not depending solely on
the DATCOM. The lift curve slope and the pitching moment curve slope around the center of
gravity for a wingbody-canard configuration can be obtained according to this scheme as follows:

Cuo = (Co) Ky + Ky + Ky | ‘g— + (€K + Ky + Ky 1)
Co =X X [, 4Ky Ko )€ S

.
—%{%}{[KW + K| (€L, i—“;—j— +(Crun } (22)

The parameter (CL, )W*(V)represents the effect of canard voracity on the wing lift.

OVERALL LOAD CALCULATIONS

Since the strength of the singularity elements that have been distributed on each component
(wing, body and canard) are obtained after solving the interference problem by either the iterative
method or the internal singularity method, the aerodynamic loads acting on a wing-body-canard or a
wingbody configuration can be calculated. For a wing-body-canard configuration, the total velocity
Qat any collocation point on the body surface is obtained by summing the total perturbation
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velocity components induced by the body source elements, the wing vortex elements and the canard
vortex elements with the free stream velocity components in the local coordinates of the panel
under consideration. By substituting this velocity in Eq.(6), the pressure coefficient (Cp) at the
panel that containing this collocation point is obtained.

The normal force coefficient and the pitching moment coefficient are obtained from:

C L HfOS Q>(C.), A } {%L} {fL}
= . p o nz + +
N 0.5 P QiSrEf me k=1 e ' body k=1 ‘ wing k=1 ‘ canard

(23)

1 NB
Cm = O‘SinSWfme |:|:;OSPQ3, (Cp)k Ak~(l’lxk~(zc)k +I’le~(Xc)k):|b0dy

J{%%-(Xc)k}

wing

J{f Lk'(XC)k:| } (24)

Where L, is the lift force acting on the panel k (of the wing or the canard). Since vortex ring

singularity elements have been distributed on the wing and canard panels of the wing-body-canard
configuration, the lift Ly is obtained in The same manner that have been described in the Eq.(16)
and Eq.(17).

RESULTS AND DISCUSSION

Fig.(9) shows the sketch and the dimensions of two different missiles stated in Ref.[3]. The normal
force curve slope has been predicted for missile A, while for missiles B, the center of pressure
location as a ratio of the wing root cord have been predicted. Good agreement exists between the
experimental data and the present numerical solution. Fig.(10) illustrates the sketch and paneling of
the configuration of.[Joseph Katz, 1991]. The wing is trapezoidal of aspect ratio 3.2 having a
leading edge sweep angle of 29.3 . The canard is located in the plane of the wing and consisted of
delta and swept rectilinear surfaces respectively. The lift coefficient of canard-wing combination at
incompressible flow. based on the wing area for a configuration of delta canard, swept canard and
canard off is predicted by using the internal singularity method as shown in Fig. (11), (12) and (13)
respectively. For all these cases, the present numerical results agree well with the experimental data.
The results of the internal singularity method for the three cases together are presented in Fig.(14),
where the configuration with the swept canard has the greatest lift coefficient, while the
configuration without canard (canard off) has the smallest lift coefficient.

Fig.(15) shows the dimensions and the paneling of a given missile, which has been named as the
"Typical Canard Missile", it consists of an ogive nose with cylinder body, the body is divided into
two cylinders, the first has a diameter of 15.2 cm. and the second has a diameter of 11 cm. The
canard is trapezoidal with 40 deg. Leading edge sweep angle, the wing is also trapezoidal with 8.6
deg. Leading and trailing edge sweep angle, mounted in the same plane of the canard. The effect of
Mach number on the normal force curve slope is presented in Fig.(16), a slight difference can be
observed between the result of iterative method and the internal singularity method, while larger
difference was noticed between the result of DATCOM solution and the both techniques of the
present numerical solutions (the iterative method and the internal singularity method). However, the
same trend can be noticed between the results of these three solutions. Fig.(17) describe the effect
of Mach number on the pitching moment curve slope around the nose. A slight difference can be
noticed between the results of the two schemes of the panel method solution, while the results of the
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DATCOM solution is greater with the same trend as the result of the panel method. The difference
between the results of the panel method and the DATCOM solution is expected, since the
DATCOM solution is based on empirical relations and parameters that driven from the slender body
theory. Fig.(18) illustrates the center of pressure location and it's variation with the Mach number.
The results of the both schemes of the panel method are in similar trend as the DATCOM results,
where the center of pressure is shifted backward as the Mach number increased.

Fig.(19) presents the effect of increasing the exposed wing semispan on the aerodynamic
characteristics of the typical canard missile. It can be noticed that the normal force and the pitching
moment curve slope is increased by increasing the wing span, since the wing area and aspect ratio is
increased. This may be attributed to the increasing in the lifting force that generated on the wing
(since the wing area and aspect ratio is increased). As a result of this, the center of pressure was
shifted in backward direction. The nonlinear relationship which can be noticed between the results
of Fig.(19) and the wing's exposed semispan is expected, since increasing the wing span changes it's
aerodynamic characteristics, and this will effects on the wing-body and the wing-canard
interference. The effect of the wing longitudinal position (as a distance from the nose apex) is
shown in Fig.(20), the wing was shifted in the backward direction. A slight increasing in the normal
force curve slope is noticed. This is believed to be due to reducing the canard's downwash strength
that acting on the wing. Since the vertical distance between the wing's surface and the canard's wake
is increasing by shifting the wing in backward direction, which leads to reducing the canard's
downwash strength that acting on the wing. The pitching moment curve slope is also increased and
the center of pressure is shifted in backward direction. The effect of decreasing the body maximum
diameter on the aerodynamic characteristics of the Typical Canard Missile is presented in Fig.(21).
Where the normal force curve slope and the pitching moment curve slope are increased by reducing
the body maximum diameter. The center of pressure is shifted backward by decreasing the body
maximum diameter. This can be attributed the decrement in the nose surface area and the increment
in the nose fineness ratio that happens when the body maximum diameter is decreased, also,
reducing the body diameter will reduces the body upwash that acting on the canard. As a result of
all this, the normal force that generated from the canard and the nose will decreases. The non-linear
relationship between the predicted aerodynamic characteristics and the body maximum diameter
that can be noticed in Fig.(21) is attributed to the non-linear relationship which already exists
between the diameter and the cross-sectional area (since the reference area is the body maximum
cross-sectional area). Also, change the body maximum diameter effects the canard-body
interference, and change the aerodynamic characteristics of the nose (since it's fineness ratio will
changed).

CONCLUSIONS

The comparisons with the experimental data tend to the following conclusions:

1- The low order panel method can predict the aerodynamic characteristics and load
distribution for the complex three-dimensional configurations in the linearized, steady, subsonic
flow with good accuracy.

2- Since the low order panel method have low computing cost associated with less
programming effort if compared with the other C.F.D technique, it is flexible and fast.

Depending on the results that describing the effect of some geometry changes on the aerodynamic

characteristics of the typical canard missile, the following conclusions are obtained.

1- The center of pressure can be shifted backwards by either increasing the wing span or decreasing

the body maximum diameter, or by shifting the wing backwards.

2- Increasing the wing span shifts the center of pressure backwards with a remarkable increase in

normal force curve slope. While almost the same change in center of pressure location can be
achieved by shifting the wing backwards, with a difference that the increment in normal force
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curve slope in this case is small if compared with the increment that was achieved in the normal

force curve slope when the wing span was increased.
3-The change in the center of pressure location, which can be accomplished by changing the body

maximum diameter, is much less than the change that results from changing wing span or

location.
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Fig.(7) Sequence of scanning the panels for Fig.(8) Internal Singularities method.
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NOMENCLATURI
0, :Free stream velocity.
A :Panel area = ! .
b ‘Wing or canard span 0 .Tota‘l velocity vector .
C :Mean aerodynamic chord R :qums.

. . Sw :Wing or canard planform area.
C :Local wing chqrd Stef ‘Reference area (body maximum
cg :Center (,)f gravity ; cross-sectional area).

CrLwe :Coefﬁment of c'anard and wing X,Y,2 Elobal Gostdingtes.

hfF’ referfed §0 wing. area X, Yo, Zc  :Global coordinates of the
C;L“ :L.lft Iy slope . panel’s center point.
C,'“ :P%tchfng moment coefficient Xcp :Center of pressure location.
Con :Pitching moment el slope Xeo :Center of gravity location.
Cy ‘Normal force coefficient i
Cna :‘Normal force curve slope Ax :Panel length.
Cr :Wing or canard root chord Ay :Panel span.
Cp ‘Pressure coefficient a :Angle of attack. e
D ‘Body diameter B ‘Mach number prameter /12 .
d :Body diameter at the wing-body r :Vortex strength.

junction region I're ‘Trailing edge vortex strength.
d :Body diameter at the canard- Tw :Wake vortex strength.

body junction region 0 :Meridian angle measured from
Ky ‘Ratio of nose lift the z-axes.
KB(\W :Ratio of bOdy lift in the presence ALE ;Leading edge sweep anglc.

of wing AtE :Trailing edge sweep angle.
Kwe) :Ratio of wing lift in the presence p :Air density (1.2 kg/m3).

of body G :Source strength.
Ly :Reference length (body o :Total potential.

maximum diameter) 0] :Free stream potential.

M :Free stream Mach number i ; . )

W 8 )] :Perturbation velocity potential.

n :Unit normal vector Superscripts
NB ‘Number of body panels " ‘Related tathe wing

: ‘Related to the canard.
Subscrints

NC :Number of canard panels

NW :Number of wing panels

P :Local pressure

P :Free stream pressure

C‘]lU :Perturbation velocity vector

:Free steam velocity vector
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ABSTRACT

Permanent deformations {rutting) of asphalt pavements which appear in many roads m lrag.
have caused a major impact on pavement performance by reducing the useful serviee hite of
paverment and creating services hazards for highway users. Therelore, it is important 1o analyre and
investigate this type ol distress.

The objectives of the present paper include; the analysis of the mam comnbutory Bactors
influencing rutting, and development of statistical model for the prediction of pernanent
delormation in paving materials.

To achieved these objectives for the requirements ol data collection. live Types of gradation.
(40-50) asphalt cement and different types ol filler are used w prepare three hundred sixty asphalt
concrete specimens throughout the work using Marshall method and Superpave systom Must ol
lhese specimens are tested by applving diametric creep under dilferent temperatures and stress
[evels.

A statistical model has been developed for the prediction of rut depth m lucal asphalt puving
materials as influencing by the [actors of asphalt cement content, minerai Hller tvpe. air vonds and
environmental lemperature.
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KEY WORDS

Permanent Deformation, Rutting I ediction, Rutting Statistical Model, Flexible Pavement
Rutting. Factors AfTecting Rutting.

INTRODUCTION

The asphaltic paving mixture is normally subjected to various detrimental types of distresses
during its service life ‘These distresses are caused by load, weather, and construction praclices. and
for deficient materials. Some of these serious distresses include rutting (permanent deformation).
shoving, sifipping, and fatigue (alligator cracking), which finally may lead to complete ailure ol
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pavement al the same time. Such distresses will reduce the pertormance of asphalt pavemens,
which not only causes inferior ride quality o motorists but also yields higher life-cycle cost. Some
of the mentioned distresses are associated with the asphalt cement binder and can be controlled
significantly by modifying ihe material with chemical additives [Ramzi et al. (199%8)],

Permanent deformation (rutting) of asphalt pavements has a major impact on pavement
performance. Rulting reduces the useful service lifc of the pavement and. by affecting vehicle
handling characteristics, creates serious hazards for Inghway users. Highway materials engincers
have been handicapped in their efforls to provide rutting resistant materials in by the exising
methods for testing and evaluating asphall-aggregate mixes which are empirical and do no give a
reliable indication of in-service performance [Huang et al. (1991)].

A vanely of materials is currently available for use as modifiers 1o improve the performange
ol asphalt concrete pavements. Dilferent eflorts and techniques have been carried out to improwve
the ability of asphalt concrete to resist runting; for example, many agencies around the United Siaies
have adopied specilications to address rutting distress in asphalt concrete pavements [Sousa et al.
(1991)]

In Iragg, the severity of rutting has been increased in asphalt pavements possibility due 10 the
mcrease in truck axle loads, tire pressure, and high pavement temperature in summer [Hussain

1985],
SOURSE OF DATA

The required data for the previously mentioned independent variables are gathered from the
resulls of the experimental tests, while the dependent variable (rutting) is calculated according Lo
the following statistical model, which is reported by Baladi (1988),

Log(RD) - 1.6 {OU6THAVIH 15K log( TACH+ (00T TI+(0.000434 1K N 11 (015 Ioe( ESALY)
(DL4) logi MK, 3-0.63% log(ME , (0L T)(log(SD) ¢ (0.01) (Jog(Cs)) (1)

where:-

" = ruft depth (inchy,

TAC Hickness of AC cowrse (inchl),

S0 surface deflection (inch),

AV = the percent qir voids of the AC mix (AV = 1, 2. etc.),
MEy = the resilient modulus of the base material (psi),

ME = the resilient modulus of the roadbed soil (psi),

TS = the tensile sivain at the bottom of the AC fiber,

CH = the compressive strain ai the bottom of the AC layer,
AV = kinematic viscosity of the AC binder {centistokes),

ESAL= the mmber of equivalent single axle load arwhich the rut depti
is being calcwlated and
T = average annual air lemperature (407).

STEPWISE REGRESSION PROCEDURE

This procedure beging by computing the simple regression model for each independent
variable. [t examines all-such models to determine which is best and whether the F-statistic of the
sccomd variab = (with the first variable already in the equation) is greater than F-to-enter. If two
independent variables are highly correlated, only one of them will enter the equation. (Ince the 1irst
variable is included, the added explanatory power of the second variable will be minimal and its -
statistic will not be large enough to enter the model.

The procedure continues by deciding whether 1o add another independent variable at cach
step. The p-values of all variables are computed (at each step) and compared to the Feto-remove, 1f
a variable F-statistic falls below this standard, it is removed from the equations.
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I hese steps are repeated until no more varables are added or removed. The rutting model decived
Irom: the analysis is found to be:

RE=2.66T7283+0.061539* ACH).00 ] 285 *Temp.-0.160534*F -0 985539% AV
L R e Nl sEE=(32058

where:-
RV Rut depth in fmm)
AL =Asphalt conten (4 C fromd.0 - 6.0)
Temp. = Temperature in °C
= Filler type (1= Cement, 2=Hydrated lime and 3= Lime stong s
AV the percent air voicls of the AC mix (A Fiom20-51)
By using STATISTICA software, the correlation coctficients between all of the variahles

are caleulated and the correlation matrix is setup. Lhis matrix and testing for (&) ertical can be
i Table (1).

=EUN

Table (1) Correlation Matrix for Rutting Model.

Correlations (New model.sta)
ASPHALT TEMP FILLER AIR VOID } RUTTING
ASPHALT ] 0.1 764704 0L128907 -0.3033593 0.2495724
TEMP 0, 1764704 1 03228478 0. 2466469 | 0.2288295
FILLLER 0128907 (1.3228478 | -0.1925076 D291 172
AR VOID | -0.3033593 | -0 2466469 LTS2 5070 I (L BAIRIRG
RUTTING (0.2495724 0.228R295 02912172 B938356 1

The summary of stepwise regression. regression summary and several possible models can be seen
m Tables (2). ()

Table (2) Reeression Summary and Summary of Step Wise Resression for Rutting Maodel,

Regression Summary for Dependent Variable: RUTTING
R— 90295077 R*= §1532000 Adjusted B2- 81361797
Ei4,4 34y =479.00 p=<0.0000 Std. Error of estimate- 32958
1. Err. at. I,
BETA of BETA 5 of B . t{434) p-level
Interept 26672835 | 0.2366708 11270015 5.132E-26
ASPHALT | 0.0311372 | 0.0218037 | 0.0615394 00430927 1 4280694 0.153991]
TEMP 0.026925 00223344 | 0.0018855 Q00564 12055411 L Z286513
FIL.IL.LER 0.133712 | 0.0219855 | -0.160534 | 0.0263957 | -6.0818308 2.6091-09
AIR VOID | 0.8%41817 | 0.0222487 | 0.9855385 0.0247092 | 39740773 0
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Table (3) Several Possible Models From the Stepwise Regression Analysis for the Selection of

Rutting Model.
-
[j Varmhle Muodel R’ SEL
| Aoy FL=2 T 0 S G Ay 079 | 0.542
2 AvF RI3 =3 046-4+-0 96948 v-0_148F 0812 | 0.330
3 Av b A ED=2T08+0. 98 Av-0 1 51 F+0.066A: w1z | a4
4 | AvFAcTemp | RD=2.667+0.98Av- 1607 H0.06]1 As+0.001 Temp. 0813 3249

TESTING FOR THE MODEL
Testing for Mormality

[n addition to chi-square test for normality. the following twi tests can be used. The first s
called the Kolmogorov-smirnov (or K-35 test). Whereas, the second is called the Lilliefors west Hoth
test work similarly by comparing the actual and normal cumulative probabilities. The difterence
between them is (hat K-5 test assumed that the mean and the standard deviation of the population
arc known. While Lilhetors test requires 10 compute the mean and standard deviation [rom the data
[keller and Warrack {20003].For this study and according to the availahle data Lillicfors west s
sugeested 10 be used.

Lilliefors Test

H, = the data are normally distribution.

FH= the data are not normally distribution.

D= max [Fix)-5(x}]

W here

S(x): Sample comulative distribution function (the proportion .|:u|'r~:ur=|p|-.-_' value that are less than or
cqual to x).and,

F(x): Normal cumulative probabilities. (1'rom normal distribution table).

X=X,

P(Z=

Where,
» =value of variable,

x =Hample mean.
S=5tandard deviation of sample.

Lillicfors test result for the developed model can be seen in the following tables:

N
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D-value for rutting model

Variable (T value
Temperature , 0.035
Stress 0.042
Asphalt content 0021
Filler type 0.039
Gradation type D.035
Compaction methods 0042
WokA, 0031
Flow 0.015
Stiffness 0.040
Alr voids 0.011
i-hllﬁng 0.018

For sample size >30 and significant level =0.05,
Then DD, = 0.886/ (m)"*

1) e = 90422 for rutting model The values o [, are grater than the above mbulated for

rutting moded . Thus, [ does not fall ino the rejection region and there is no reason 1o reject the null
v pothesis.

Checking for B o

Refer (o the correlation matrix, most of the coefficients of correlation between each wo
variables B, =R is equal 10 0.095 (n=439, df= n-{1+1) =437).Thus. the null hypothesis
that, there is no association between the variables is rejected at 95% confidence level

The correlation coefficient of the final form of this model =090 = R 123, (n=43%.
di=n-(3+1) =433). Therefore, there is strong comclation between the rutting model and the
independent variables in this model.

feaorirn

Goodness of Fit

To checking the goodness of 71 for the predicied model. Chi-sguare test was carried out and
the following results arc cxpressed.
I- X7 -test

n=43%_ df=43% conlidence level =95%,

Case variables 7 value X " =value

1 x»=observed 01,77 233.99

ypredicted mitting model

Forcasc I X' <X there is no significant difference between the observed and the
predicted values,
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RESULTS OF THFE, ANALYSIS

The stepwise regression using STATISTICA software serves its purpose in drawing attention
te dangerous inter-correlation and enables a selection of varables to be made on logical basis, The
chosen variables are then entered in a regular multiple regression, The first model developed is
shown at the end of the previous section as rutting model Equation (2).

The variables; air voids, filler type, temperature and asphalt content are choser. The
variables used in the model show that the rutting is strongly affected by air voids and wsphalt
conlent, while, filler type and temperature reflect lower effect on rutting, The model indicates thn
rulling increascs with the increase in air voids, asphalt content and temperature, while it decreases
with the filler type from cement to hydeated lime, which has low value ob correlation with the
nitting.

It was found that the linear forms of the variables result in best correlation between the independent
variables and rutting, ]

A study of the correlation coefficient matrix and the variables selecied for the TERIessIon
analysis showed several variables comelated reasonably well with the dependent variable. but do non
enier because of high order of inter-correlation with a variable already selecred for the model
Accordingly, it was decided to reduce the number of variahles, leaving as few as possible o
describe the pavement.

DISCUSSION OF RESULTS
Regarding the rutting model; four variables are found to be commoan e the general picture of
the model development; these were air voids, filler type, temperature, and asphall contenm. The
coellicient of determination is found 1o be 0.813, which means that this model can explain 1.3
percent of the rutting prediction.
Ihere is no multicollinearity between the mdependent variables that affect the rulting mods|

MODEL LIMITATION
As with all regression models, the model is only valid within the ranges of the vanables
developed .Some additional limitations can be mentioned, as in the (ollows:
1. Mix stitfness could be estimated by Heukelom method, and
2. The ranges of data for rutting model can be seen in Table (4).

Tabhle {4) Range of Data in Rutting Moedel

¥Yariables Mean Minimum Maximum

ASPHALT CONTENT (%) 40359 4.0 6.0
STRESS LEVEL ( Mpa) (.88 . BO2s |
LEMPERATURE (°C) 31.93 2000 &
COMPACTION TYPE (land 2) 1,191 1.0 2.
GRADATION TYPE (1,23 4and5) 3387 1.0 5.0
FILLEE. TYPE (I.2.and 3) 1.293 1.0 3.0
STIFFNESS (Kpiem?) 4.4749 3.0 13
FLOW (mm) 2971 2.0 Al
V.M.A (%) 12.534 L 100
ALR VOID (%) 2.0y 2.0 31
RUTTING (mm) 5.760 1.366 8.420
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VALIDATION OF THE DEVELOPTED MODEL
Introduction
The final step in the model building process is the validation of the developed models. The

I.‘.Il"_|1.’.CF‘l"rE is to assess the ability of rutting prediction model to accurately predict the amount of
rutting in the field using data not already used in developing the model.

Literature Review

A review of the statistical literature [Neter et al., 1990 and Snee 1977] sugpests the tolluwing
methikls for validating a regression model:

¢ Check on Model Predictions and CoelTicients

e Collection of Mew Data

=  Comparison with Previously Developed Models
= Data Splitting

-

Prediction Sum of Squares (PRESS)

Selection of Validation Methods

The Literature suggests that all available methods of validation could be used. However, in
this ease, 1t is not possible 1o use all the methods of validation. Therefore, the applicability of cach
method in terms of the validation of the rutting model will be discussed and the most appropriate
methods of validation will be selected.

The first method (Check on Model Predictions and Coefficients) attempts o make sure tha
the selected model agrees with the physical theory, This essentially has been alreadv checked
during the development process.

The second method (Collection of New Data) sugeests that o new data set should be collected.
Unfortunately, the collection of the new data is nol possible due to time constraints.

The third methed (Comparison with previously developed models) compures the resuelts of a
newly developed model with a previously developed mode] or with a theoretical model,

‘The fourth method (data splitting) has recommended that one may not consider dur splitting
unless N = 2P4235, where N is the sample size and 1" is number of estimated parameters.

I'he last method (Prediction Sum of Squares) is a form of data splitting and it 15 not feasible
because of the available large sample size,

For the above mentioned discussion, because of the nature of the available dara and
minimization of the error of mean for the accuracy requirements, the third method (Comparison
with previously developed models) is selected 10 assess the predictive ability of the mrting model.

COMPARISION WITH PREVIOUSLY DEVELOPTED MODELS
shell design method (Manually caleulated), shell pavement design software SPDM 3.0 and

new rulting model have been applied to show the effect of variable variations on the permanent
deformation values of asphalt concrete surface laver The following default values are used in this
process;

1-80 mm asphalt concrete mixture as surface layer wilh stillness modulus varyving accoerding 1o the
t}'ile of mixiure

2- The above mentioned layer is supported by 200 mm asphalt concrete hase layer with stiffness
madulus of [ = 10% N/m’

3- Silty clay subgrade with a resilience modulus of 2.5= 10" N/m* modulus

4- The MMAT (Mean Monthly Air Temperature), arc (18.3, 21.4, 25.3, 31.8, 39.1, 42.7, 44.5, 46,
404, 34.9, 24.3, and 18) [Iraqi Metcorological Organization, 2002].

a- Design life =15 year

t-The total number of axles per lane per day is equal to 2000, and it is anticipated that tralTic will
merease at the rate of 2 percent
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Table (5) shows the.rut depth calculation by using shell method (manual calculation). SPDM
3.0 software, and new rutting model for each mix variable.

Table (5) Rut Depth Calculation by Using Shell and New Developed Model

= 5 Shell method E i
Mix | . h T H W ke N i ; Al o= %
g : i ; ' 2 | & 15 Manually | SPpM |2 = 2
M. ' by F+6 2 | N/m v " Manually | & == E
{mm) E+4 M/m " {mm}) By charts | Software g a3 e
{mim} {mm)
q 2 L L .. = 2
1 | 44 19 0 . 3.9 Qi .5 1.6 | B3 498 b2 .14
2 40 3 4 0382 | 3.76 1.5% T4 0 1.2 233
o L)L 40 J39) 2 Jos3si|aso] o7s 66 Jo6] 1.2 | 241 g1 i S
2] 40 Y36 4 Jo3z |3so 157 68 Jos| 12 | 254 ' ' i
: . e = . T
1 1 A0 i 2 0279 | 385 0.7 T4 0.6 .z 2.2 4.4 467 55
2 44 36 4 381 3% 1.57 %.1 0.6 1. 213
: b i 3 3 s 53 2 E :
¢ L] 30 139 0.380 1 3.79 | 0.7 53 Jo6] 1.2 26 34 466 -
f: 441 36 d UIED | 379 1.58 5.6 0.6 1.2 261
5 | 40 £ 2 382 | 376 7% 592 .6 1.2 2.9 54 4.50 5 3%
2 A0 £l 4 08T | 5.76 .54 87 0.6 1.2 25
& | 4i) El 2 371 | 3.9 (706 521 06| 1.2 31 606 8 & i
2 40 e i 037l 5 Lk 1.53 a7 (ki 1.2 2%
2 Tl 3 i 2. 2 e
T ] i) a9 2 03TE | 580 078 5.0 i FE Sl 45] s v
i aiy 3% & 378 1 3.80 1.57 544 & 1.2 317
g | Al 1 . L3TE | 159 0.77 1a 1K) P2 P IE 411 118 5 3
2 A i 4 3724 5.39 b5 L .6 1% bt
9 1 Ak 250 z 0410 § 375 1150 T42 0.6 |22 * 3z 14 < ‘16
2 Ay i 4 04100 375 [ A0 8,52 La 12 2002
o LA 40 e 2 Joswlam] o 57 Jos] 12 | 308 iy e e
2] 40 J 36| 4 Josm]ime 1.58 654 Joe] 12 | 2.4 : -
3 ) 37 7 . A .,
' | 4ip El 2 0371 L (.76 6% 06| 12 165 515 4.88 "
2 A} if 4 0.371 3.9 153 6.9 0.6 12z x50
iz L1440 139 2 Jossafavr] o7 [ se Joel 12| 29 e 4] Yo
2] 40 f36) 4 Jo3salsor] (50 | 663 |oel 12 | =358
13 i A0 ig 2 o 0580 | 379 0.7 L (.6 12 .50 183 468 o
s 4} in 4 0380 § 3.1 .58 T4 1.6 2z .33
14 | A0 i 2 {.381 | 3.80 0.7k 1.4 0.6 1.2 900 £ 437 517
F 410 i 4 0.381 | 3.80 1.57 233 0.6 a5 T.41
5 I 4 i 2 0379 | 3,79 0.7 1. E5 0.6 1.z 444 ] 475 56
2 41 £f: 4 0379 | 3.9 1.58 .5 & 1.2 384
1A | 41 a0 2 027 | 3,70 0. 7% HA .G | A | .57 3 % &3 5 a8
P 40 T 4 0279 379 1.58 002 § 05 1.2 T2
pp LLL 40§39} 2 Joarifsoo] o7 | 883 Jos| 2 [ 195 2 64 S 5.62
2| an 36 4 | w371 | 390 .53 22 fos)] 12 ] 1.69
g L) 40 J3o) 2 Jo3ssofse] o 64 Joa] 12| 27 % 7 P 539
21 an £ 4 | 03z | e 1.5% 7.1 061 1.2 | 243
o L) 40 139 2 Josnnfseof o7s s9 Jos) 12| 292 547 4a7 5 32
2 40 3G B 0371 | 390 1.5% 6.5 0.6 .2 265
op L1J 40 $39) 2 Jo2m |39 o7 | 531 Jos] 12 ] 325 S i 48
a1 4o | 4 279 | 3.79 1,58 562 fos) 12§ 307
N i ETH ) 2oAoare]zse| 077 783 loa| 12| 270 413 5.48 632
=g 40} £ 4 0.372 1.5 1.54 g9z 0.6 12 [.93%
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VALIDATIOMN RESULTS

The rutting values resulted from SPDM sofiware are plotted against those estimated by the
new rulting model. This relation is shown in Fig. (1),

Bm[-

y = 08513 + 09622
R* = 0. 7562

¥.50

e

&80

G.00

Ful Depth by Using SPOM 3.0 Software

400 - S
400 450 500 &HB0 G600 G50 FOO YSO  BOO
Rut Depth by Using Mew Ruiting Mode|

Fig. (1). SPDM 3.0 Software versus New Rulling Model Rut Depth

The best fit of the relation between the rutting value of SPDM 3.0 software and new rutting model
can be found in the following form;

RD¢SPDM 3.0 Software) - 0.831 3*RD{New Rutting Model]+0 Y62 {3
R* =0.7552
where:-
RD (SPOM 3.0 Software) - Kur Depth Calewlared Using SPDM 3.0 Software
R (New Rutting Model) = Rut Depeh Calcwlated Using New Rulting Mode!
These findings seem 1o have good agreement with the relation y = k.
Thus and for the lotal materials characteristics and environmental condition. the developed

model can be recognized for the prediction of the rutting in Irag within the mentioned limitations of
this model.

SENSITIVITY ANALYSIS _
Sensitivity analysis has been made o illustrate the effect of vanous parameters on limg
prediction model. Analysis is conducled to evaluate the effect of air void, filler ype. asphali
content, and temperature on the rtting model of asphall mixtures.
A parametric study is performed to select the suitable variables in the presented model 'I'a!!:rlr
(6) shows the results of the parametric study. Based on the highest coefficient of determination

(R, rut depth {#D), temperature { Temp.), filler type (F), and the air void (AV) are selected for the
prediction model.
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Table (6) Selection of Model Parameters

Model Parameter Condition R’

RD, AV, F, Terp. ,AC With all Parameter 0.8136
RI), F, Temp., AC Without AY 1373
RD.AVF, AC Without Temp. {1834
RD, AV, Temp., AC Without F 0.7981
RD, AV, F, Temp. Without AL 081317

Effects of Air Voids on the Rutting

Fig. (2) Presents the variation of rulting with the percentage of air voids, In peneral, as the aif
voud content increases the rutling increases. In cerlain instances, asphall mixtures with similas
gradation characteristices and air void content yield different rutting valucs. This difference may be
attributed to the different arrangements of the void distributions in different samples.

Fuling {mm)
T - T T T
v |
.‘!%
i
-
1‘#'
%
W

=
1
=
1
o L=
it 1 2 3 4 ) &

Bir Woids (3%
Fig. (2) Variation of Rutting with Air Voids

Effects of Asphalt Content on the Rutting

Fig. (3) Presents the variation of the rutting with the asphalt content. In general. as the asphalt
comient increases the rutting increases

In certain instances, asphalt mixtures with similar gradation characteristics and asphall content
yield different rutting values. This difference may be attributed to the different asphalt distributions
mn different samples.

o S | P T e Ll y
& |
B - - = i
w |
o ; i e - '
= » : -
= - |
Sl T — § U -
o *
= — -
g :
T 3 Iy +
3 |
|
- - |
|:| 1
. 3.5 4 .50 ) 0.5 =] fi 5
Asphalt Contant (%)

Fig. (3) Variation of Rutting with Asphalt Content
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Effects of Filler Type on the Rutting
Fig. (4) Shows the effects of the variation of fller type on the rutting of HIMA mixiures. No

conclusions could be drawn since the filler 1ype docs not varies significantly in the considered
mixtures. -

] - —— ———
g | b
! )
E B
£ | |
E !
s " . T
=] 3 ;
o I= Asghalt Cement
E 2= Hydrated Lime
1 5= Limc Stone Dhist
L4 "
a 1 2 3 4
Fillizr Type

Fig. (4) Variation of Rutting with Filler Tvpe

Effects of Temperature on the Rutiing
Fig. (5) Shows the effects of the variation ol temperature on the rutting of HMA mixiures, No

conclusions could be drawn since the temperature does not varies significantly in the considered
mixtures.

]
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7 1 X »
E6
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5 .
é 1 - -

2

i

0 e

i 10 20 0 40 150) C i
Tempereture (T
Fig_ (3) Variation of Rutting with Temperature
CONCLUSIONS

1- As a result of the statistical analysis, the following model is developed wo predict rutting in
asphalt concrele mixiure;
RD-2.667283+-0.061539* ACHR.00T B85 * Temp.-0. 160534* F tD.9855394 AV
whera:-
D= Rut depth in fmm)
AC=Asphall content (AC from4.() - 6.0%)
Temp. = Temperature in *C
F= Filler type (1-Cement, 2=Hydrated lime and 3-Lime stone dust)
ANV=the percent air voids of the AC mix (AV from 2.0 - 5.1%%)
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2- As compared with the sensitivity analysiy results, the air voids and asphalt content have u
prvot role to influence the mixture ability to resist permanent deformation. While lower
influence on the permanent deformation appear by other variables,

RECOMMENDATIONS

The developed rutting model can be recognized for the prediction of rutting in Frag within its
limitation and lowal materials characteristics and environmental conditions,
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NOMENELATURE

| B Rut depth in (mm)

AL “Asphalt content (AC from4.0 - 6.0%%)

Temp. = Temperature in °C

F = Filler type (1=Cement, 2=Hydrated lime and 3=Lime stone dust)
AV = Air Voids of the AC mix (AV from 2.0 - 5.1%)
PEESS - Prediction Sum of Squares.

E Coefficient of Correlation.

B’ Coelficient of Determination.

R Cntical Coefficient ol Correlation

#' = Chi-square.

e = Critical Chi-square.
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STATIC ANALYSIS OF THIN-WALLED CURVED
BEAM ELEMENT
INCLUDING WARPING EFFECTS

Dr. Adnan Falih Ali Dr. Abdul Muottalib A. Almusawi Ann MNafi® Aussi
Assistanm Prolessor Assistant Professor Chiel Engineer in Mavorality of
Dept. of civil Drept. of civil Baghdad / Design Department
Eng.-Baghdad University) Eng -Baghdad University)
ABSTRA

A new mathematical model for three-dimensional thin-walled curved beam element of closed
sechion with seven degrec-ol-freedom per node is derived using the finite element procedure. The
seventh degres-of-freedom is 1o account for warmng restraint etfects in thin-walled closed sections.
These cifects may become significant and should be fully considered in such sections for which
warping deformations are relatively large. This model considers the coupled action due o the
curved geometry of the element using its exact static behavior in the derivation of the displacemnenl
lield. Also, the model considers the non-uniform torsional behavior of closed thin-walled sections
i cases where additional axial direct siresses and complementary shear stresses are formed. 1 he
developed wurping function of this mode] considers the interaction between the normal walrping
stresses and the accompanying warping shear stresses as well as the coupled action helween the
torsion and bending,

In additton o the ordinary axial and flexural deformations, the siruin energy, which is used 1w
obiain the stiffness matrix of the developed curved beam clement fully, considers the additional
axial, primary and secondary shear deformations due to warping restraint. The validity of this

element is investigated by comparing the developed program analysis results with some available
analvtical solutions.
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INTRODUCTION

Thin-walled sections are olien used in bridges, highways and some other important structures. One
of the most distinctive features of thin-walled sections is their response o torsional loading. If
warping is restrained or non-uniform lorsion is applied, out of plane warping will oecur and
additional normal shear stress will arise, therefore considering warping in the analysis of thin-
walled structures is very important,

Some previous works consider the curvature of curved beam clements of closed seclions when
warping restraint effects are included (Yoo T987& 1979). Castigliuno’s theorem is wsed 1o obtain
the stiffress matrix by inverting the flexibility matvix. In the present work the finile clement
procedure is used 1o derive the notural shape functions of the new model which considers the
coupled action due to the curved grometry of the element using the exact stagic behavior as well as
the non-umorm torsional behavior of closed thin-walled sections when warping is taken as an
explicit degree-of fresdom. Such a model will be wseful in obtaining the stiffncss as well 4 the
CONSISIeNt mass matrices. which can be used 1n the dynamic analysis of curved slructures,

NON-UNIFORM TCRSION IN BOX GIRDERS

When warping displacemenis vary along the length causing non-uniform distribution of torsion
along it. because of restraints of warping displacement at 1 crass SCCTION OT & varying applicd
torque. an additional normal stress and an aceompanying shear stress develop. In thin-walled
section there is an interaction between this additional normal stress and the warping shear
deformation given by the second term ofthe following warping displacement equation:

I

L {U"E.T ; ifs — i!'r_[; frdy i1}
£

Wy 15 1he displacement at 5 =

Theretore the distribution of warping displacemen iy and warping normal stress Ty At the cpnee:

section is indeed affined o ®  pug the relationship is not defined by Fapd T respectively as in
the case of open seclions. but instead by the first and second de rivatives of a dimensionless WATPINE,
function /= f(x) (Dabrowski 1968).

Uy = i (2

Ty = B, =-FfG (3)

S8




'f} Number 2 Volume 12 June 2006 Journal of Enginecring J

Pz (390 The companents of dizplacegmeent Jow L
fur miomnd shenr deformatian

Fig. (1) The compenents displacement due to torsional shear deformatio
Thus the bimoment (BM), which is a system of self-balancing components, is created as a resultang
of warping restraint stresses:

BM = [, dbdd (4)
4
which can be swritlen as:
BM = - kf T (3}
in which
Iy = |7 dd (6)
A

{5 15 the warping moment of inertia.

In dealing with closed sections, the shear deformation in the median surlace of the wall will be
tuben into consideration by the following expression (Dabrowski 1968):
3 I RO xS i

Y # ot el 7
o o iy {red )

¥
K wa,

Fri i 1

Fig. 12 ) A difTerential wall element

The total shear T can be determined from equilibrium conditions for a differential wall element
shown in Fig. (2), subjected to loading by normal lorces (o, & ) and shear forces T, as:

o H  BM 1
! e g e Wi
o S T ni & s/ &

This expression of the shear fow consists of two parts, a constant part known as the primary shear
[low. which occurs only in the closed part of the section, and the secondary shear flow.
W lrere:

S5 = [y @8 ds= [ uid {9y

A
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; I ..
o =Sa - 5 18 has (10}

The relationship between the functions § and rmay be determined from another description for the
total shear T which can be obtained from the equation of shear strain .5 Eqg. (7):

T=G 8¢ j"‘?"i‘_’;fm'}

i11)
L8]
WO | :
r' = i g (123
Gl
or
o "
]_I' . }"r__"F"_I'nl ¥ l?-"" I:“[ ".:I
Cul,
Itegrating this equation with respect Lo ¥ results:
Ets
Fm fe 1 (14)
Gt
where:

€71 15 the constant of integralion
p 2 is the warping shear parameter, which deterniined by the lollowing expression.

IJ'.' = ] -.Ir |:|.:|:|
f
i [ iy (16}
el
{=
g L2 {17)
fds &

FORMULATION OF A CURVED BEAM ELEM ENT WITH WARPING

The basic assumptions utilized in the formulation of the curved beam clement are (Yoo 19873,
(Dabrowski 1968):;

1- The element is prismatic,

- The loads are applied statically and constitute a conservative torce systemn,
3- The cross-section maintains its original shape
4

The defirmations are small with respect o the dimensions of the cross-section (linecarized
problem).

3- The material is homogensous, isolropic and obeys Hook s law.
6 The cross-sectional dimensions are small relative ter the radivus of curvature,
T

The cross-sectional shape is preserved under all loads, or thin-walled beams of a non-
deformable cross-section.

8- The preiection of the cross-section on a planc normal to the tangential axis does not distort
during deformation.

The three dimensional formulation of curved beam clements can be divided

Lo wo Separale
PICHIDS:

1- Giroup-1: an in-plane group considering only displacement in the x, ¥ plane as an arch,

2= Ciroup-2: a normal-to-plane group considening only displacements in the x Z plane as a
horzontally curved beam.
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where x, v, 2 are the local curvilinear coordinates of the curved beam clement as shown in Fig. (3).

The forces and displacements are positive il their veclors point i the direction of the positive
coordinates. Right hand rule is used for the sign of moments and rotations.

Thim-walled corved beam coordinies

Fig. (3) Thin~walled curved beam clement in local curvilimear coordinates
Fig. (4) shows the generalized forces and displacements for the curved beam element with warping,

edi

o
L1k
f .r: L5 |rr ,-/d_ =
ih
i |r-_ [ 1' H
: (R
J.f”.x’f | W M
i -1 ¥ ':_—_'I.:'
(S l
1 AAd, o
|
| HAL

Lenerslired Forces aod
Mixplaccmends Tor curved Beam with wonepang:

I'he relationship between internal forces and the displacements at a point on the middle surface of
the member are mentioned 1in (Dabrowsky 1968), (Yoo 1987 & 1979):

I =£A{u"— v/ R)

Mz« Efsf(v v v/ RE)
JHP .——t;j';{l.'r', 1;21'."r ﬂ.}
Moy, aGIfp' +w /R g
M, =—El;f" (18)
H=Mcy - My
BM =—El g 1"
Fy = =-M3
Fe=Mj+H/R J
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in which #5 is the axial foree: M gand Mz are the bending moments about ¥V oand F-axes (using
the nght-hand rule); I7 is the total lorque, being a vector sum of St.Venant torque Mgy and
WaArping [m'_qu-e M .2 BM is the bimoment; & is the axial deformation in the direction of ¥ v, w
are displacements in the dircctions of principal axes ¥, I, respectively: ¢ is the iJHE;]ﬂ_I‘. of rotation
aboul 3 -axis, ['is the warping lunction and 7 - A"} is the warping degree-of-freedom for closed
seclions associated with bimoment, primes denote derivatives with respect 10 X -axis; B is the
radius of curvature; E and €7 are the modulus of clasticity and the modulus of rgidity respectively;
A is the cross-sectional arca; [y, [ are principal moments of inertia; ./ is the torsiomal constant and
1.5 15 the warping constant for closed thin-walled.

The primary difficulsy in the analys1s of curved beam elements is due to the coupling action of
bending. torsion {in curved members loaded normal-lo-its plane) in addilion to bending and axial

extension (in curved members loaded in plane). So a coupled displacement feld is derived and

developed using the equations of equilibrium in lerms of companent deformation for the linear
static problem projected on coordinate axes

Equilibrinm Equations of Curved Beams
The equilibrium equations of a curved beam loaded in plane are:-

L R e T ,
—{1s JEEl (v =y = =g+ mh ( 14-
R " R- :
al
Er o ' ;
(v7+ I_h b+ Ediu” 1—?—:;; i (19-b)
# R f R

While the equilibrium cquations for a curved beam loaded normal-to-plane while warping effects
are comsidered are:

peo oW ol Ey
Ef o +-u_l b Ele + G 1" Bl F14 _1 I =m% vy (20-2)
: F- : R R Ol :
and
: 2 :
5= r  Ely F o T o ETC
— e Je e O R ey He e EIC (20-h)

> ins x o
X R rad R H I
aome forces in eqs. (18), (19} and (20) refer to the line of centroids others refer to shear center. The
shear center with conrdinates ap and @z, measured from the centroid, is called the principal
sectorial pole, or simply, principal pole. Using the same radius of curvalure, R, in these eruations
for gravity center and shear center can be acceptable since in most practical beams the Lpuaniity
¢/ R as compared to unity ean be neglected withoul inducing a significant error. Thus the derived

displacement lield does not have 1o be limited to curved heams of doubly or singly symmetric
sections with the axis of symmetry being in the plane of bending,

Gencral Displacement Ficlds and Displacement Functions
The gencraheed displacements and force vectars for a curved beam, as shown in Fig. (4). are:

gﬂ"w}=lnl-t’| Wi P W —ff my vy owy P2 Wy s f".:}r (21}

and
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Fui=\Fz, F5n Foy Hy My My BM| Fip Fap Fyp Hy My My BM,|T (22)
] ¥ ¥l ] 2 [T

The subscript w refers to a curved beam with warping. While the subscripts (1) and (2) refer 1o
nodes 1 and 2, respectively, which are the ened nodes of the clement. The positive direetion of the
zeneralized: displacements and forces poinl o the positive local coordinale system as shown in
Fig. (4).
A coupled boundary condition is intreduced for the first group, curved beam loaded in plane, which
15 delined in references (Yoo 1979 and (Yoo 1987) as:

Iy

=3+ (23}
¥ I

The subdivided gencralized displacement vectors are:

WApt=luy vy 0 0 0 Yo owz vy 00 0 y; I'J'IT {24-a)
{ ,l—ll"-' i Wy @y —11; { _,.flr {l Wi @ _|.-,-:.__, 0 - fs ]T (24-1)
{ q tand {a, wa |oure for group-1 and 2 nupmll'-'dv Alsn, the subdivided generalived lorce vectors
Are:
{Fl..;}-[fn-- Fee O 0 0 M:p 0 Foobs 0 0 0 Mo ”]-: (253
and

bF oot [n 0 Frp Hp My, 0 BM; 0 0 Fop Hs Mg 0 BM:|T (255

W dand (5,5 | are for group-1 and 2 respectively.

In-Plane Displacement Field and Displacement Functions
For group- 1. the homogeneous case of equilibrivm eqs. (19-a, b) can be rewritlen as:

Liv# Law ~1) (26-u)
Pav+Lqu=0 {26-h)
where:
Is 'd* A
fiwify el D (27-a)
T R R
A4 d
? ek i ' (27-b
e }
i “'3 Iz o
e — 2T
Ly - -:f' Hj ﬁ} e (27-c)
-
La=, (27-d)
di’
Finee the operators are linear and are commutative, the following equation can be applied 1o v or
(Lo Ly=i3L3 = ) (28)
or

I = 4 2
) - i‘_-su" L | 4 e (29
ex® BTt RY ay?
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The coupled displacenent field of the curved beam element loaded in plane can be obtained [rom
the solution of these differential equations as;

X X X T X x
VX =y + Ay cos = & de 5in—+ o 2 ros = & A s — 3ik-p
| . PRk i PR [ ]

" x X X X E x r x x
ufx)=Ady=+dysin——depos =+ A7 [ F cos 4 —3in -~ f+ Az [ F . sin —cax—J + 4
I » 2 o [ I 7. o J S H"lr gl F, =T R %
[ 3-h)
¥{X ) can b obtained from eq. (23)
= X | B e X L+  F A4
!l":"-j: A —+ A i — .JTI i i — = [','!{F_E]
F 'k2 7 R AT R
where:
: 21
Faml s (31)
AR~

which may be called the Winkler's consian (Yoo 1979) and (Yoo 1987),
Normal-to-Plane Displacement Field and Displacement Functions With Warping
A coupled model of a curved beam element loaded normal-to-plane wi
degree-of freedom, is derived. In addition 1o the coupling

th warping. as an explicit
action between bending and torsion, this
model considers the total shear deformation (pricnary and secondary shear deformation), which is
catsed by warping: the coupled displacement field is derived from the homogencous case o
equlibrium equations (20-a, b):

.II:-'H.'“ 1 f.-..?"'—:l’.-'

(32-a)
Ly + fgf = ) (32-h)
where:
A Els gt
Y e i 33-a)
3 1 |'."'!|"I _Il;lr..:.' {i'l?
Bty By g (El, +GI gt
Lpm—— el S s T Lea=h)
R GE g R el
rieotigd (33-c)
. :
Fl. db  Eff.d. ? R
Iy = --=='L-'“r4 {— _“”—+{,r1f‘_|d—, e (33-d)
Hodxt GRu art B

Also these ~operators are linear and are commutative, therefvre the following cquation can be
applied w w or f;
(sl Lils) =8

(34)
0O

>db  RPwGT 4% 1 2ucr af wGS d2
R — +(2-2 £ it

0 7 : & Gz ;=0 )
% Elg “ax® RY Rl "t g El; dx

Solving these differential equations resulls the coupled displacement field of the curved beam
element loaded normal-to-plane while warping eflects are considered:
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3 X @& X T X
Wix )= Az + dq = + As cosh— + Aq sinh X 4 A o5
K R K N
- b {36H-a)
o sin = + A+ = cos 4 A4 2 sin
# =R 4 i
and
J s 3 I 1t ” i
.J’fl'.in?1+ Ay E_E F s Raa ’}msh-ﬂ' ol Aa w.\'mhg-‘:
I Ru " R R (36-hj
AR X ABIZ e
= |2 = Nl = M= [SEAY
e it £ K
: 3 i 2 W () 5
while ¢ can be obtained from this equation g=— "+ [ e e
R (g d,
i’ ¥y i iz A ! Iy
X x i X #
wfx )= ds “_ coshZE+ A7 s — 10 X AL 'l:
R R R I S R (36-c)
'J n ¥ S .‘r T t
~ 212 PABICW sine + Zeos =]+ Y L ABICH vos = —2 sin "
R o .1 I g R R
in which:
i3
ARIC = _:;:r - (37)
LT + B 80
2 ,."}q bET )
ABICW =200 2 {3%)
P+a”+ 0% +&
-2 0 GJ
= (RT {39)
lli 'IE"!I'H
| 57
aiptida
i IIH R (40
Vol
and
. |Els
£ ' i)
| G,

Struin Energy of The Curved Beam Element

In addition to the normal stresses due to bending and axial force, which are developed in a curved
beam, an additional axial direct stress (or normal warping stress) and hoth primary and secondary
shear sirest2s due to the total torque and the bimoment, respectively will be formed in the
horizontally curved beam when strained warping effects are included. As the cross-sectional

dimensions are small compared 1o the radius of curvature, the shear stresses due to bending can be
neglectcd

The relationship between forces and normal or shear stresses ol thin-walled curved beam clements
are:

Fe = (o dr (42
X xl T2

i which o, yand e ;> are the normal stresses of groups-1 and 2, respectively,
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Fo Msay
ks TMR 43

T (43)

M- F .

ST B&d o
Cyp=—; M . (44)

%2 T i "r-:*-}

7 B o .

e T e B AT (45)
: -:ff.!'.'.' -:][ef.ﬂ'

The strain encrgy is:

U= + U

i)

where U7y and £/ are strain energies of groups-1 and 2, respectively.

) o I o, W i
L —J,l".'i‘re.l = Rl R e} T {47

L i -
Phe sirain energy of group-2 comprises siruin energivs due to normal and shears deformations
U= lag 4l (48]
Phe stramn energy due 10 normal siress for uroup-2 1s;

T I|I i L ':|'I'I ik - 1

Can = ) tofn’ = Ak N R 5 (45

While the strain encrpy due to the primary and secondary shear deformations that will be appeared
when restrained warping ¢ffects are included. 1, can be expressed as:
d ¢ 2. G e
ag =— | N — . i 3 it 50
Uay =— -_;.-LI_JJ’H‘ FIf f ot {500
T ST

Stiffness Matrix of Curved Beams With Warping
A stilfness of order {14x14) is derivied by minimizing the potential energy. Due 1o the complication

of [#] matrix expressions, the numerical Integration technique is used 1o produce the stifTness
malnx elements.

K] [KIT11K2) - (513

in which
| &c): 15 the total stiffness matrix Tor the curved beam element with warping in the local coordinate.
[&1]: s the stiffness matrix of order (620} for the curved beam loaded in plane {group-1)

|[K2]: is the stilfiess matrix of arder (8x8) for the curved beam loaded normal to-plane {group-2)
when warping effects bemng included.

In-Plane Stiffness Matrix
The stiffness matrix of this group consists of axial and vending stillness matrices, as:

[KI]=[KA]+ [KRI] (52)

in which [KE7] denotes bending stiflness matrix for group-1:
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[RA]=E4 E’[BA | [Bake (53-a)
aryd
[kBil=£1, [, [BBI] [BBI . (53-b)

in which [BA] and [£#1] are row vectors relating the joinl displacements 1o strain field for sroup-1

(s=[B]14})

[BA]=[N;, - N,/ R] {54-a)
armd
|BBi]-| Ve N, /R (54-b)

I'he individual element [or A4} and [K8F] can be expressed as:

- . ‘r [ N : r "M' 5 o
Kiji =Ed | (N - R" (N —R“-—J;.:E (33-a)
and

: cr il o B e :
KBLij = £ [y (NL+ =2 )i Ny +=2 ) ol (55-b)

/= %
wherefor J = (1,2,6, 8.9, 13)
re ':""II : rl [ 'r-_ _.I' 4 b ] 3 jl. -II A
(N, RF R A% sin 2 Az rﬂ—""{'m‘} (3G-a)
N, o Aoy 7 2 3
A T "’;}J —Apq oy = SR T P cor— (26-b)
R i €= 4 K R

Normal-to-Plane Stiffness Matrix

The shflners matrix of this group comprises of four subdivided stiffness matrices, as in the
tollowing:

lk2]- (kB2 |KBMm |+ [&T1]+ [KT2) (57)

where:

[ﬁ.’.’i;‘] 15 the bending stifTness matrix for group-2 when warping is considered.

iﬁ-"ﬁ:'»f]: 15 the stiffness matrix resulling from the warping normal stress and strain caused by the
birmoment.

|K71 Jand [K72]: are torsional stiffness matrices resulting from the total shear deformation, which
comprises the primary and secondary shear deformations.

|kB2]- £, [ |BB2] [BB2]ax (58-1)
[KBut)< £1, [ (880 ] (B8 ]ax (58-b)
(KT i}=cir [y [BT) [B11]ax (58-c)
[KT2]=Ge 1. ) [y [BT2Y (BT 2)d¥ (58-d)

i which [HB!.[HHM]. [E71] and EHTE] are row vectors relating the joint degrees-of-freedom to
strain [eld for group-2 with warping.
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[BB2]- {N;. ﬂ;ji}

[2BAr] - [N
[rr1)= ;]
[Br2]=[n - N3

in which
B II"":'"..
-'"l":r L J:"I-'Ij:, t "

he expressions for the individual element of the subdivided stillness mairices are:

N N
= : Loovrs By i =
kB2, -L'I_,,J'ﬂ (N, - H—J:{N“,—-E )y ey

KBM = b 15 [ (NF DN ) die

KTl =Gl [ (N )i (N ) di

KT2, =Gl )y NG =N, (N N ) ol
where [ j = (3.4.5, 7,10, 11, 12, 14)

The individual elenents of the [EB] vectors in egs. (59 are-

okt o depas 4 _
¢ “-iﬁ i = L ABICW =2 psink - T pres o0l
R* R K
. o _ T Ao e .
r.-".c"_',.- o r,i !sz] +-:r1 .:'L':'.P.‘-T.IIFFI i _r?.' r,:l."] o il ,l.?r'.-zh{ri+ I'r”%'l AR 5in 3
R u £ Ry 1'? R
I » -
I—J.J " ABIC cos =
o iy
i Ay A g - Eore e o s o
(NG Ji =- :Ii— Ir_:—Jlrir’." b’ J.ﬁnhﬂﬂr [ L;r’l xf T+ Jeosh™
R ' g
A T
= L ABICW cos =T ey i X
R R f

rli".";,-- N ’If.__‘{-g"r,j,l_zhf -&fflfﬁzjli-fraia'%1_1{{:_.” )-'I_ &I'f-lr'l-ﬁ’lj{:.;rﬂ;ﬂex

> | O
DT 12
| .-']l.' F2:i) . i — ABK LA n L +.-'ﬂ|.- P _..! o — AR dl'i'."i";

R7Gpd R Gu i,

TRANSFORMATION INTO SYSTEM CORD INATES

[ 59-a)

(5%-b)
(59-c)
{59-d)

(61

{G1-a)

{61 -h)
(al-cl

(61-d)

[62-a]

(62-h)

(62}

(62-d)

The stiffness matrices of the three-dimensional curved beam elements refer to the clement lacal
axes x, v, = The wial translformation of the stiffness matrices of curved beam clements from local

coordinales can be expressed as:

[&el=lr] [rFlk, 1frir]
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whernz
[£::]: 15 the. global stiffness matrix of a curved beam element.
[ £y [ is the stiffness matrix of curved beam element in the local coordinate system.

(n the other hand, [T'] is the transformation matrix used for the frst stage of transformation from
the local curvilinear ~oordinates x, 1.7 o the local straight coordinates x, v, = (Fig. (5). The
elements ol this matrix are the direction cosines between the 1wo systems (X, ¥.2 ) and (x. ., 2). For

curved beams with warping, the {T’] matrix will be of order of (14x14). which can be expressed as:

¢ 2 b
g o 0
g o 1
B 0 0D e —g 0
Wb D s o O
O 0 BB o | SV MM
(] g 06 0D & 90 (63)
g 0 0. B 80 & 3D
0@ 0 & 0 0l=x 2 0
o o oo o o0 D1

dl
0 @ 00 o Do e B & & '
0 O o0 o 060 0 oon ¥
b @ a9 O o 0 o0 0
0 0 00 0 DO 0 OO0 O 0G|
whicre 5 = sinf@ /2 ). and ¢ = cos(@ /2.

o

N .\.u L /
{enter of
vty /
w4

Fig. (5) Curvilincar coordinates X, 7. 2
and straight coordinales x, v, z
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{T] Matrix in Eq. (63) is for the second stage of transformation to convert the stiffness matrix from

local straight coordinates 1o the global coordinate system. For curved beams with warping, | 7] can
be expressed as:

sl o o0 0 0 0
1 0 ¢ o o

1 @ B0 e

il (25}
] o
=¥ AN [}.-r'l ‘}
I

where iT“] 15 the (3x3) transformation matrix as described by reference (Dabrowski o8 and can
be cxpressed as (Azar 1972 & Krishnamoorthy 1988):

|_ casorcos fi sin f1 sine. cos 3
| —cose.sin B cos ¥ cas yooos ¥ siee. sin ff cos ¥
[ ] — St siny + COF LS ¥ ' {0i)
cos e sin [Fosiny st y.cos fi sinde sin B siny
SR a8y + CUNEE COS }

where o, /7,7 are rotations about ¥, 7 X respectively.

The value (1) in |1"']and |-]""]. in rows T oand 14 ds the direction cosines of the memiber for tle
seventh degree-of -frecdom {warping).

VERIFICATION PROBLEMS
A computer program is developed for static unalysis o demonstrate the accuracy of the developed

curved beam element. Tweo problems are analysel. The results of the present study analvsis are
compared with exact solutions.

Froblem (1)

A single span curved box girder subjected to truck eccentric loading is analyzed. Eilicts of warping
are considered in the analysis. The loading and geomelry ol the box girder of this problem with its
seclonal properties are shown in Table, (1) and Fig. (6). The modulus of elasticity £ and Poisson's
ratio © are 30000 k / in” (20683241 MPa) and (0.2931), respectively. Both supports of the girder
are pinned in bending and torsion (M =0, =0 BM =0}. Four clements are used in the analysis

of this girder. Table, (2) shows a comparison between the present study analysis results, when
curved beam: elements with warping are used and re srence (Heins and Oleinik 1976) analysis
results, This reference analyzed the same problem and presented results where 200 curved beam
elements that he developed were used, Also. this comparison includes the results of the closed-form
solution from reference (Dabrowski 1968). The closed-form solution equations are presented in
Appendiz (A). The results of the present study amalysis show an excellent agrecment with the

closed-form solution resulis and the maximum diflference is (3.2325107 ‘“-,'-'u} lrom these resulls. On
the other hand, the present study analysis results show a maximum dilference of ((174 %) from the
displacements and rotations resulls of reference {Hemns and Oleinik 1976). The values of (he
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bimoment in reference (Heins and Oleinik 1976) arc found to be far from the closed form solution
values, while the present analysis bimoment values are very close o those of the exact solution.

Table{1) Problem (1) applied leads

o A

lable {2} Results of problem (1)

331

s i u;: Exaa_m!utiﬂn Ref, RGLEE’E;E? . Present study
: o0 (Dabrowski 1968) results
Friy i “analySis results ;
Vertical 0050 0.53808172F-1 | 0.53804271E-1
displacement w | (.151 015688950 0.15687853
{in} [ 0.22L 027150741 022149105
B agas 0.051. 0,14346389 E-3 | -0.14337976 E-3
Gbatpon —_— ; ey
(rad) | ‘0151 042225950 E-3 | 042172726 F-3
; E | 060145488 E-5 | -0.00250367 F-3
Shear force #= (k) 0 2928 )28
D05 | 093261162613 | D93261258E:3 | 09326115 L+3
Bending moment S T . - S et
M, th.in) 0.15L (L 2T7955038E+4 D.27955067E+4 | 027935037 F 14
0.221. | 040956474144 | 040956516614 | 040956472 E+4 |
ke 0 0.21723501E+4 | -0.21725838E+4 | -0, zwﬂaw'ni_@
H (k in) 0.05L | -0.21606918E14 | -0.21606924E14 | 0216069201~
0151, [ -0.206746951514 | 0.20674700E14 | -0.30674697E<4 |
‘ JC 02165358814 | 0.21680428E 14 | -0.21653590k14
fkfi]w 0.05L | -0.21532267E14 | -0.21563426E14 | -0.21532268E+4
0.15L | -0.20536354E+4 | -0.20576431L 14 | -0.20536356E+4
r 0 0.69912562E+1 | -0.43073081E+1 | 0699125575 +]
im) 0.05L | 074651696111 | 043497252511 | 0.74651694E+]
| 0.I5L | -0.13834114E+2 | -0.98269119+1 | -0.13834115E+2
e 0.051 | -0.214301126+3 | -0.12958343E+3 | -0.21436111E+3
ki) 0.05L | -0.79732544E+ 3 0.45TI0444E+3 | 079732545613
0221 | -0.16957586E+4 | -0.24010951E+4 | 0.16957586E+4
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L= 600in (15.24 m)

\ S S
—— -
1__-"--

7
L e

R= 1200in (3(1L.48m)

5in

-
W

2

(i) Cross section

section propertics;
ST QIOTSISII LeS i (23621679 F 2en') 5 02724672458 £ 15 in' (1134093 E 2 m),

{ =8 914387775 E +6 in® (1319743 E 3 m®), 1.~ D6OTSE1301TE =5 in' (29054697 E 2 mY

Fig. & : Curved box girder of problem (1)

A semicirenlar lixed ended arch of radius (R=1.5 m} is analyzed. The scctional propertics are (]

64E-3. /.- 1.6E-3 m". The modulus of elasticity 1= (B ~ 200000 MPa) and Poisson’s ratio is
{o-0.3). To assess the validity of both in-plane action of the developed curved beam clement; the
arch 15 loaded by a concentrated load of (250 KMN) at the crown in the plane of the arch.. The
analyzed arch consists of two elements. The results of this analysis are compared with the exact
solutions of reference (Martin 1966). The comparison, which is given in Table {3), shows an
excellent agreement with the exact solution and the maximum difference is (187 %)
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Table (3) Results of problem (2

e e B T bl 2 -.. i .
S f".n._-m e i -E;‘“HE‘-‘"”““F m'@ﬁ”ﬁ%ﬂ?ﬁ%mf - Prese
TS AT O ik |1 (Martic. 1966} o el e, T
Wertical JJlprw;,r.:ant under the | 3, ¥ i .
load (cm) ] PRE5.802E § = =0.5073E-2 U ST L2
B-:'ndlng_ MOMENL Al SUppoTts -
EHM PR=04 ird Q. laTidE
M - (kN em) =04 140 k4
Bending rrlq_'un:lcﬂ'[ under the kosd 015 18PR- 0 S6TT5EA 0 SHS005E+4
(kM cm)

CONCLUSIONS

1- Smee the new displacement field is derived from the homogencous part of the equilibirum
equations that control the static behavior of a thin-walled curved beam element of a closed
section -vhen warping effects are included, the element’s stilfaess matrix that derived using this
dsplacement field gives very closed resulls Lﬂn'l]'mr':“d with the closed form solution results and

can be said it is an exact solution therefore there is no added advantage or increase in the
accuracy when implying finer mesh.

2= Considering the non-uniferm toesional behavior of a closed thin-walled section of the curved
beam ¢lement in the dervation of its warping function makes the results very close to the closed
[orm solution
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Appendix A

Table (A.1): Stress resultants in the basic s

STATIC AMALYEIS OF THIN-WALLED CLURVEDR
BEAM ELEMENT INCLUDING WA BFTNG EFFECTS

ystem for a loading system COMPISINg a concentrated

load P and a separate twisting moment M Ref. (Dabrowski 1 968).

Quantity | Rang. | Expression ’
3 sim 3
i R~ M}—Tmf_ sing
| sin
i, BT Siv 3 ol
(PR )EE
sing '
. fl. f' T ——
|4 (M -.me_Jﬂf”;} cosq + PR ;-
xin
H 2 =S
i sinfi S
(M —PK)— cosgp’— PR |
e P g |
BE Ml PR sink kb W e
! L AR L (MR- PR2 8 i
-"_'rn s sink shnfd
Fel P _]rf"'[—_ P _ _JT S :: sin gt
{1 My _J?_,' | PRy sinh sl (MR PRy ni o
[y wsinh ik, s
o T i - _.i.J'r.'F:.ﬁ e e sin M
; Wil—a)+ PR p = -coshby + (M = PR il NI
gM ¢ d " '.'-‘.'u'r.U.: 4 KIR
i e e " ——
! l|' g i
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— — — — — e — — — — — [
J.l
I Ir
3 — .'H
£ £y
xoke | xeRp
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| .
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LIST OF SYMBOLS
ay, il - Coordinates of shear center ineasured from centroid.
A _ Cross-sectional areq,
ABIC ABICW Dimensionless parameters defming cross-sectional rigidities.
A

[B4] . (881

: Ihsplacement field unknowns.

Row vectors relating the joint degree-of-freedom to strain

ficld of group
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L.
Row veclors relating the joint degree-of-freedom to strain field of group -
2 without warping.
Row vectors relating the joiet degrec-ol-freedom to strain field of graup -
2 with warping.
Bimoment.
Cieneralized displacement field for groups - 1.

Lieneralized displacement field for proup =2 when warping is considered.

Modulus of elasticity.
Axial and shear forces,

Dimensionless warping function.

Generalized lorce and displacement veclors for the curved beam element
with warping.

Dimensionless parameters.

Shear modulus,

The distance of contour from the shear center.,

Total torgue.

Principal monnents of inertia.

Warping moment of mertia for closed and open-closed sections.,

Central second moment of area.

S1. Venant's torsional constant.

Stiffness matrix for a curved beam element loaded in plane.

aliffness matrix for a curvedd beam clement normal 1o plane,

Axial stilTness matrix of group 1.

Bending stiffness matnices of groups 1 and 2.

Stillness matrix for a curved beam clement normal to plane when warping
15 considered.

Stiffness matrix results from warping normal stress and strain caused by
Brirnoment.

Bending stiffness matriees of group 2 when warping is considered.
Tarsional stiffness matrices from result primary and secondary shear
delormation.

Global stillness matrix of curves] beam elements.

Tolal stiffness matrix for curved beam elements withoul warping in the
incal coordinate, .

Total stiffness matrix for curved beam elements with warping in the local
coordinate.

Llement length.

Differential operalors.

st Venant's and warping torgues,

Bending moments.

Shape function matrices for grewps -1,

shape function matrices for group —2 when warpicg are consideied.
Radius of curvature,

The polar radius of gyration.

The contour ordinate measured from a selected point on the median line
of the section.

The: principal seclorial static moment.
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i

BEAM ELEMENT INCLUDING WARPING EFFECTS

STATIC ANALYSIS OF THIN-WALLED CURVED J ‘

Shear Mow.
Translformation matrix.
Strain energy.
Displacements in direction of X,

Axial and tangential components of the median surface displacement of
the plate wall. '

Local curvilinear coordinates,
Local straight coordinates.
Gilobal coordinates,

Decay eoefficient for non-uniform torsion of closed and open-closed
SeChions.

Dimensionless parameters.

Kinematic degree-ol-[reedom,

Wall thickness in general.

subtended angle of the curved beam element,
Warping shear parameier for closed and open-closed seetions.
Poisson’s ratio,

Mormal stresses of proups 1 and 2.

Warping normal stregs

shear stress of group -2,

Total angle wist it =g+ w/ R),

Angle o 1wist.

Seclorial area,

Linat warping for closed and vpen-closed sections,

Twice the arca of closed pant of a section enclosed by the median line of
the wall,
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OPTIMIZATION OF THE OPERATION OF A COMPLEX
WATER RESOURCES SYSTEM

PART -I : ANALYSIS OF THE CONVERGENCE CRITERION
IN A SOLUTION BY
IT'HE DISCRETE DIFFERENTIAL DYNAMIC PROGRAMMING
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Asst. Prof. , Department of Prof., Department of Building and Construction
Civil Engineering, College of Engineering, , University of Technology .

University of Babylon.

ABSTRUCT

An iterative — solution procedure necessarily involves pre — specified convergence criteria to stop
teration. The Discrete Differential Dynamic Programming procedure to solve optimization
oroblems formulated by the Dynamic Programming is an iterative — solution procedure which, in
ts traditional form, involves two convergence criteria. namely, (« ) and ( 3).

The research used the optimum oneration of an existing complex water — resources system as a
case study. The objective function was formulated as the maximum real monetary return. The
formulated optimization model was run for a total of (194) different operation cases. Beside the
traditional (¢ ) and (f), seven new styles for a unique convergence criterion were examined in
the solution.

Considering the monetary return and the number of performed iterations as the bases of
comparison, the research showed that the new () convergence criterion was the favorite among
the tested convergence criteria.
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OPTIMIZATION OF THE OPERATION OF A COMPLEX WATER RESOURCES
A. A. Al-Del<wy and N. H. Imara SYSTEM PART -1 : ANALYSIS OF THE CONVERGENCE CRITERION IN A
SOLUTION BY THE DISCRETE DIFFERENTIAL DYNAMIC PROGRAMMING
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Convergence Criterior.

INTRODUCTION

The mathematical mode’ which simulates the optimal operation of a single reservoir,
(j=1),orasetof jointly - operated reservoirs, (j=1.2,...,7), is called a reservoir - operation
problem, ROP. The solution of such a problem implies establishing the optimal inflow - storage -
outflow relationship, i.e., finding the appropriate operation policy and, consequently, the
respective trajectory, that yields the optimal outcome. The operation policy. {R (j . t)}. is the set of
feasible reservoirs releases, R( j . t ), during the consecutive time stages, (t = 1,2, ... , T). The
trajectory, {S(j , t) }, is the set of feasible reservoirs storages, S(j , t), at the beginning of the
considered stages. The obtained solution corresponds solely to the specified inputs and constraints.
A complex’ water - resources system denotes a multi - objective, multi - reservoir system. The
complexity of the system comes from the complexity of the solution of its ROP.

In [AL-DELEWY:: 1995], the discrete deterministic model has been identified as the appropriate
practical general formulation for ROPs of the same style as the one under consideration in this
research. Moreover, after reviewing several currently - used methodologies for formulating such
ROP, particularly the Linear Programming [DANTZIG: 1963], the Linear Decision Rule
[REVELLE et al.: 1969], and the Dynamic Programming [BELLMAN: 1957], the forward
algorithm of a Dynamic - Programming formulation was identified as the most appropriate one.
Furthermore, after reviewing several currently - applied procedures for solving the aforementioned
formulation, particularly the Discrete Dynamic Programming [BELLMAN and DREYFUS: 1962],
Bellman's successive approximations [BELLMAN: 1961], the Incremental Dynamic Programming
[BERNHOLTZ and GRAHAM: 1960]. (quoted in TURGEON: 1982]). the Discrete Differential
Dynamic Programming, DDDP, [HEIDARI et al.: 1971], and the Multi - Level Incremental

Dynamic Programming [NOPMONGCOL and ASKEW: 1976], the DDDP was identified as the
most appropriate procedure of solution.

THE CONVERGENCE CRITERIA :

The DDDP is an iterative computation procedure. The measure of success of an iterative solution
is how quick it converges to a certain target. In DDDP, the target is the global maximum return.
Iteration is terminated when a certain pre-specified measure (criterion) of the aimed success is
reached, or when a pre-specified total number of interations (K) has been performed.

For a total objective function, F[ . ], expressed in monetary terms (discounted return), then, {F[k] -
F[k-1]} shows the improvement in the return of iteration step (k-1) due to iteration step (k).
Similar to other iterative procedures, the DDDP involves a certain convergence criterion, CC , for

the aforesaid improvement. The one commonly used is the duple CC of [CHOW and
RIVERA: 1974], namely:

For computation cycles other than the last one, i. e., Cx =< CY.

F(k] - F[k-1] [1]
< a
F[1] - F[0]
For the last computation cycle, i. e., Cy = CY:
F[k] - F[k-1] e (2]
Flk-1]
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The values used by [CHOW and RIVERA: 1974] are: o = 0.1; B = 0.001. This CC has been used
by [ALI: 1978], and others.

The objective of this research is to analyze the CC which is used in the DDDP solution of the
formulated ROP, aiming at obtaining an improved CC as compared to the one traditionally used.
The analysis will be based on the results of a case study that reflects a real operation process.

THE CASE STUDY
The case study is shown schematically in Fig.(1). It involves two, serially - connected reservoirs,
denoted as RS1 and RS2. The system serves two distinct areas, denoted as MA and LA,

According to the considerations set forth in [AL-DELEWY: 1995], the following has been adopted
in the research:

1- Stages, (t), are calendar months ; the operation horizon is one year,ie, (t=1,2, ..., 12).
2- The objectives considered in' the objective function, the constraints imposed on the system, and

the values for inflow, demands, losses, and schedule of prices. are as given in
[AL-DELEWY: 1995].

3- The dynamics of the system are as follows:

For RSI: S(1,t+1) = S(1 , 1) + I(1 O-R(1,t)-Ev(l , 1) [3]
For RS2: S(2,t+1) =8(2 , 1) +U@2,9)-R2,9-Ev2,t) [ 4]
where: U(2.t) = R(1,t) + IC(1,t) - OC(1.1) [5]

4- The overall single - stage objective function. representing the net return of the system, is
given by [AL-DELEWY: 1995] as :

5 [6]
Z[t]= Z [ZI( , t) + ZP(] . )]
J=l
where: ZIG , ) = ZIM(, 1) - LSpl(j ,t) - LEVI(j, t) [7]
and  ZP{j,t)= ZPM(j,t)- LSpP(, 1) - LEVP(j , t) [8]

RUNNING THE MODEL

The general designation for the operation scenarios is "X abc d e f g"; (X) denotes the basic
group,where (X=A) denotes operating RS1 assuming non-existence of RS2; (X=B) denotes the
reverse of (X=A); (X=C) denotes the operating of the complex system, i.e., operating RS1 and
RS2 conjointly. The parameters (a) through (f) stand for the following: (a) denotes specified sub-
group of (X=C), (b) denotes flood-control criteria; (c) for inflow data; (d) for the initial trial
trajectory; (e) for the state of the ends of the trajectory; and (f) for the selected values of () AGY),
and (Cw(Cy)). The parameter (g ) denotes the applied convergence criteria. Eight styles of
convergence criteria were used, namely:

g=1 =CC involves both (& ) and (B) [as given in Egs. (1) and (2), respectively];

g=2  =E€Cinvolves () only; ‘

g=3 =C is the new (y) criterion (proposed in the research), where:
P k]-F* [k=-1] =i " | [9]

¥ =0.00001 x FO x CY?/ Cy? [10]
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g=4 £z=1) but (o )is replaced by (al =2a.);-
g=5 £z=1) but (o) is replaced by (a2 = 0.5a );
g=06 “5-3) but (y ) is replaced by (y1 = 2y );
g=17 £2=3) but () is replaced by (y2 = 0.5y );
g=28 £3) but (v ) is replaced by (y3 ),  where:
¥3 =0.00002 x FO x CY / Cy [11]

A total of (194) operation scenarios were run, covering a variety of operation cases. In respect to
the convergence criterion, the numbers of the run scenarios are as given in Table (1).

RESULTS AND ANALYSES :
Results of running the aforementioned operating scenarios showed the following:

The ( @) and ( B) Criteria:
1- With all scenarios involving the (@ ) and ( B ) criteria together, 1.e., scenarios (g=1) , (g=4)
and (g=5), the ( B ) criterion is satisfied in one iteration step only.

2- When ( a ) criterion is used alone, i.e., without ( ) criterion for the last computation cycle,
the results were mostly the same as if ( p ) criterion was in use.

The Comparative Analyses

Comparative analyses based on ranking have been performed. The ranking was based mainly on

the magnitude of the global optimal return (F*), with a consideration to the total number of

executed iteration steps (TK). The results are summarized in Table (2)

Moreover:

I- Analysis (1) indicates that the results of (g=2) are the poorest as compared to those of (g=1)
and (g=3). Sample comparison of the resultsis illustrated in Fig. (2).

2- In Analysis (2), the improvement in the results by (g=4) as compared to those of (g=2) 1s almost
insignificant.

3-In Analysis (3), the improvement over (g=3) by both (g=6) and (g=7) was mainly a slight
reduction in (TK).

4- In Analysis (4), the results of seven scenarios from (g=3) and (g=8) were identical.

5-In Analysis (5), the differences between the results of the respective scenarios of sub-groups
g=1) and (g=3) of group (X=C) ranged from [equal (F*) and a difference of one iteration In
(TK)] to [(F¥=3,264,205 th. ID; TK=64) and (F*=3,267,254 th. ID; TK=58)], respectively.
which is in favour of (g=3). ' '

6- The global optimal solution for the basic C - scenarios is F**=3 240,714 th. ID; TK=30),
given by a scenario from the sub-group (g=3).

CONCLUSION

Analysis of the results, as given hereinbefore , indicates that the (v ) criterion is the favorite
among the applied convergence criteria, including that of [CHOW and RIVERA: 1974].
Consequently, rather than the duple convergence criterion, (o ) and ( B ), the established single
criterion ( y ) is recommended.
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NOMENELATURE :

Cy : counter for performed computation cycles; its limiting value is CY.
Ev(j.t) : evaporation loss from the j-th reservoir during stage (t).

F[k] : total discounted return (thousand Iraqi Dinars) from the system as a result of performing the
k-th iteration step; however, Fo= F[0]=0. :

I(j,¢) : total inflow to the j-th reservoir during (t).

[C(j,t) : natural inflow to the j-th channel during (t).

LEVI(j,t) : loss (th. ID) due to evaporation, evaluated as if it is (Spl).
LEVP(j,t) : ditto, evaluated as if it is (SpP).

LSpl(j.t) : loss (th. ID) due to spilling beyond irrigation demand.
LSpP(j. ) : ditto, beyond hydropower generation.

OC(j.t) : water consumption taken directly from the channel.

U(j,b) : additional inflow to a reservoir from an artificial source.

Z[t] : single - stage objective function.

ZI(j,t) : single - stage discounted return from irrigation.

ZIM(j.t) : ditto, of a sub - system.

ZP(j.t) : single - stage discounted return from hydropower generation.
ZPM(j,t) : ditto, of a sub - system.
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SOLUTION BY THE DISCRETE DIFFERENTIAL DYNAMIC PROGRAMMING

Fig. (1) : Schematic representation of the case study.

Table (1) Categories of the applied operation scenarios .

Parametric Category Sub - No. in the basic group Total No.

group A B ¢

o+ P g=1 14 14 36 64

B g=2 3 8 3 20
» g=3 14 14 38
g=4 2 2 2
g=5 2 2 g
g=6 2 2 2
g=7 2 2 2
g=8 8 8 4
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Table(2) Summary of the comparative analyses .
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5% FIRST9---112411"31942935
;5 RANK g

5.0 SECOND 1 9

Z n RANK =
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RANK

3245 4
9 : C 1113123 (v)
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d C 1113122 ()
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& i i
= 3240 4
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= :
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= ¢
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~ Fig. (2) Comparative results of applying the .convergence criteria (o + B) ,
) (B),and (y).
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